
Open-market Energy Procurement
Strategies to Integrate Wind Energy

Genaro Longoria Martínez, MSc.

School of Science and Computing

Waterford Institute of Technology

This dissertation is submitted for the degree of

Doctor of Philosophy

Supervisors: Dr. Alan Davy and Dr. Lei Shi

Submitted to Waterford Institute of Technology, August 2020



These are the last words written in the thesis. And I did so because I knew it was

going to be the preamble to my catharsis. It surprises me how much I have

learned along this path. I am curious and I have learned to be inquisitive. I am

independent and I have learned to be self sufficient. I am stubborn and I have

learned to be humble. Throughout my life, through harsh and tempestuous times

this learning has had a unique steadfast foundation. It has provided the

encouragement to contribute and move forward. This work is to thank Elena

Martínez Lozano and José Genaro Longoria Sánchez, my parents.



Declaration

I hereby certify that this material, which I now submit for assessment on the

programme of study leading to the award of Doctor of Philosophy, is entirely my

own work and has not been taken from the work of others save to the extent that

such work has been cited and acknowledged within the text of my work.

Genaro Longoria Martínez, MSc.

Submitted to Waterford Institute of Technology, August 2020



Acknowledgements

I am deeply grateful to Dr. Alan Davy and Dr. Lei Shi for their innovative support

and push to go beyond limits. It was not an easy task. I would also like to express

my gratitude to Dr. Pádraig Kirwan for the challenging opportunities he gave me.

They made me develop skills and improve both professionally and personally. I

would like to thank Ms. Paula Brazil, Ms. Sinéad Day, Ms. Sharon O’Connell

for their valuable support all along these years. Furthermore I am thankful to

Waterford Institute of Technology for believing in me and its commitment to

Research and Education. I would like to say thanks to my friends. I have lifelong

memories to cherish: from modeling to algorithm debugging to trip planners to

hospital drivers and the infinitely many stories in between. Kriti Bhargava, Kanika

Sharma, Sidhant Hasija, Mohit Taneja, Radhika Loomba, Mandy Lalrindiki.

Lastly I am immensely grateful to the many people all over the world who have

inadvertently helped me to accomplish this work. I am referring to the people and

institutions that have taken time to write or record a full course, programming

library, tutorial or a short answer to a question and made it publicly available:

MIT OpenCourseWare, UC Berkeley, Stack Overflow, Matt Jackson (Stanford

University), Kevin Leyton-Brown (University of British Columbia) and Yoav

Shoham (Stanford University), Xugang Ye (Dropbox), Cameron Davidson-Pilon,

the science bloggers and vloggers, . . .



Abstract

Technological breakthroughs in recent years have no precedent. From the hard to
the fog, basically all infrastructures have been influenced or have had an impact
from the strepitous progress. To make this possible at the core lies a key factor:
Energy. Blessed by the geographic location, Ireland has one of the best wind
resources in the world. Wind farms incur in nearly zero marginal costs. Reduce
dependence on imported fossil fuels. Also, can be deployed at different scales
with ease. Also decentralizes power generation and helps alleviate distribution
congestion. The hard infrastructure (e.g. blade and nacelle) has reached a
mature state which is reflected in the falling LCOE. Nevertheless, generating
electricity from wind power is still dependent on support schemes. Incorporating
wind energy into portfolios represents a significant challenge for Load Serving
Entities. Therefore the sought after characteristics of wind energy hinder hefty
balancing costs percolating to the end-customer, and thus meager or negative
profit. Governments around the globe have incentivized renewable generation
with tax-based safety nets to provide significant risk mitigation, foster investment
and low-cost finance. This work focuses on reducing the need of exogenous
support to integrate wind energy. Firstly, the research identifies the operational
context of a typical price-taker wind power producer (WPP) and the gaps in
the research literature. This gives place to a splitting of the portfolio concocting
in two strategical horizons. Following, the research applies non-cooperative
behavioral techniques and evolutionary programming to determine long-term
bilateral contracts among power wholesalers and electricity retailers. The next
step addresses the short term interaction among the WPP and the market. This
work also sets the challenges of a micro grid peer-to-peer energy trading setting.
Finally an analytics driven trading scheme is developed whereby the exposure to
the more volatile balancing markets and penalty fees is automated and optimized.
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Chapter 1

Introduction

1.1 Background and Motivation

This section provides brief historical context, background and motivation for the

research field presented in this thesis.

The last decade of the 20th Century marked all areas of society. Important

changes to electricity trading were initiated. It has been argued about the true

motivations behind opening the energy sector to private investment but although

the early winners of the privatization were mostly the industrial consumers the

benefits later percolated to the small consumers [29]. Experience has proven

necessary to closely and strictly regulate the industry [29, 71, 99]. Failing to do so

can lead to undesirable outcomes such as the 2000 California Crisis [12]. Nearly

three decades have passed since the liberalization trend of the electricity industry

began in the UK [74]. Pioneering societies that endeavored in the journey today

realize that it was a wise initiative but not an easy one [72, 89].

To catch up with progress regulation of the energy sector is constantly reviewed

and updated. The strong linkage with the rest of the economy and the never

ending pursuit of improving life quality have had a significant influence upon

energy industry and its legislation. This is portrayed in the challenging targets set
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for greener and better electricity generation on the vast majority of the developed

and developing countries. Which, at the same time, have required regulatory

amendments to facilitate the integration of the newer renewable technologies. To

kick start renewable projects, like many other capital intensive new technologies

in the past, state support has been necessary [47]. Presently, countries like the

Republic of Ireland (ROI), whose renewable electricity generation and energy

market are steadfastly established, are firmly and steadily maneuvering to lessen

the burden upon tax payers by halting renewable support schemes. Modification to

critical infrastructure such as energy, requires careful scrutiny from all stakeholders.

A paramount priority is to guarantee accessibility and affordability across the

population without jeopardizing reliability of energy supply. This research aims

to further pave the way for a support free renewable energy industry.

The rest of this section presents a concise introduction to energy markets,

renewable electricity, in particularly wind energy, and the most recent figures with

special attention on the Republic of Ireland.

1.1.1 Open Energy Markets

In developed and increasingly in developing countries, the energy supply industry

has been radically struck forward from the old monopolistic vertically integrated

utilities. The United States have experimented with different approaches to

deregulation. Their history is a peculiar case since there has never been a single

state-owned utility. However in the mid-1990’s a degree of deregulation started

[11]. On the other hand, the seminal case of the UK has taught other countries

many lessons [48]. The state nationalized the electricity sector in 1948. In 1982

the government hinted its intentions of opening it back to private enterprises.

It was not until 1988 that the government published a white paper with plans

for liberalization. Finally, in 1990 the privatization commenced. Academics and
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researches agree that the openness has: 1. Optimized resource utilization and

minimized overcapacity; 2. Improved efficiency and productivity; 3. Incentivized

innovation and economic growth; and 4. Enhanced welfare.

The process of divesting utilities to introduce competition involves three key

elements comprising multiple stakeholders. The first is the ownership change from

public to private. The second is the reshaping of a new industrial corporate. Lastly,

the legislation designing whereby the new sector is governed [101]. Divesting is a

complex process. Its consequences have been difficult to foresee by policy makers

in the past. The cases of bankruptcy and bail-out of utilities in California can be

attributed in part to a partial openness of the industry and ill-designed legislation.

On the one hand, only the wholesale market was open to competition obscuring

price signals to the customers. In addition, the existing legislation had a cap on

the retail price of power. All together created a weak setting extremely prone to

negative manipulation.

In the open market, electricity is traded as a commodity despite its strategical

nature. Typically an independent regulatory body is in charge of price controls.

Generators and distributors have two main mechanism of marketing their product

or service, respectively. One mechanism are bilateral contracts. This requires a

generator and a distributor to set the terms and conditions such as price, location

and time of electricity delivery. This first type of agreement is done months ahead

of delivery. The second mechanism is the energy pool market or spot market (SM).

The principal motivation is to allows both parties to fine-tune their positions.

Exchanges of energy in the SM happen close to real time, typically 60 or 30

minutes before delivery. The tight time scheduling to dispatch makes the SM

prone to high volatility. The SM operates as a merit-order dispatch or an auction

based market. In merit-order the less expensive and must-run plants (e.g. nuclear

plants) are dispatched first. The resulting price of electricity is determined by the

marginal generators, that is, the last scheduled generators needed to cover the



1.1 Background and Motivation 4

demand. In the auction based market, the closing price is the equilibrium price of

the bids and ask submitted by generators and distributors, respectively.

The coordination of the SM is responsibility of an independent body often

referred as the Independent System Operator (ISO) or Transmission System

Operator (TSO). One of the most important objectives of the ISO is to maintain

grid stability. The quality of power is measured by deviations from nominal voltage

(110/220 V) and frequency (60/50 Hz). To maintain the power within acceptable

limits the ISO has access to different markets. The SM is further atomized into

several markets. Different time spans are the fundamental criteria behind the

splitting. The most common markets are the Day-Ahead (DAM), Intra-Day (ID)

and Balancing Markets (BM). In the DAM, parties can submit bids before closing

time. This time varies among power exchanges, some examples are 10 am, 12

am or 3 pm [80]. Irrespectively of the closing time the bids are scheduled and

executed during the next 24 hours. The Intra-Day market operates between the

closure of the DAM and one hour before delivery. Lastly, the BM is open few

minutes before physical dispatch. The ISO procures power in the BM to balances

mismatches between real and forecast supply and demand. A less common market

is the Capacity Market (CM). Generators bid idle capacity that is purchased by

the ISO whenever fast response is needed to maintain the stability of the grid.

The debate over trading capacity gravitates about inefficiencies and thus costs

brought up by this type of market [98]. An alternative that fulfills the need of

prompt reaction without sacrificing efficiency is a capacity reserve [32].

To circumvent the volatility of the SM generators and utilities can hedge

their positions ahead of time. The electricity industry is required to trade the

gross of the power volume through bilateral contracts. Hedging besides reducing

uncertainty prevents arbitrage and speculative trading. Common contract designs

include: Contracts for Differences, Forwards and Futures. Moreover energy traders

can purchase financial instruments in the form of Options. In an Option contract
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the price electricity has two components. A reservation cost and execution price.

The reservation cost, guarantees the utility company a volume of energy at a

specific day and time. However it has the option, through the execution price, to

partially or not make use of it [117].

The restructure of the Irish electricity sector introduced on November 1st

2007 created a single electricity market (SEM) for the ROI and Northern Ireland

(NI). The Single Electricity Market Operator (SEMO), a joint venture between

EirGrid and SONI1 (the transmission operators on both countries, respectively),

is responsible of wholesale trading. SEMO became one of the first to integrate

two different jurisdictional spot markets [26].

In 2018 Ireland underwent another restructure of the energy market. The

reform transitioned the SEM to the Integrated Single Electricity Market (I-SEM).

It was planned to go live on May 2018 however I-SEM had to be postponed until

October of the same year. The reform couples the Irish energy with pan-European

electricity markets. Furthermore, it levels the ground for the electricity wholesalers.

The I-SEM will impact renewable generators by moving to a market-based support.

Rather than relying on REFIT2 schemes. The new legislation requires generators

and suppliers to forecast their production and load and to bid at the price at which

they are prepared to buy and sell, bearing the responsibility of balancing their

positions. The new market will increase competition and ease risk management

through concentrating trading in the day-ahead, intra-day and balancing markets

[21].

The regulatory changes have had a favorably impact on electricity end-

customers. The Department of Communications, Climate Action and Environment

has submitted its final decision on the PSO3 Levy [27]. For the period 2018/2019,

the tax changed from e92.28 to e41.76 a 55% decrease over the pre I-SEM value.
1System Operator Northern Ireland
2Renewable Energy Feed-in Tariff.
3Public Service Obligation
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However this will encourage renewable electricity producers to revisit their trading

strategies.

1.1.2 Renewable Energy

The significance of renewable energy stretches beyond the environmental aspect.

The importance of renewables can be better understood under the light of the

Energy Trilemma. The World Energy Council partitions energy sustainability in

three quintessence pillars. Energy Security, the first pillar, is concern about the

management of energy supply, reliability of the infrastructure and the capability

of servicing demand needs. The second pillar is Energy Equity. It measures the

extent to which a population can access and afford energy supply. The third

pillar is a two-fold metric. It assess the efficiency of demand and supply and the

substitution of carbon based generation with renewable sources.

The falling costs of renewable technologies contributed in 2017 to an estimated

2,195 GW of installed capacity. This record-breaking represents 26.5% of global

electricity. 17 countries produced more than 90% of the electricity demand

entirely from renewable sources [86]. Furthermore, in 2016, 9.8 million people

were employed in the renewables sector a 1.1% increase over 2015. The countries

leading the expansion of the sector are China and the United States [42].

A new record was established in 2017, 310 billion dollars were invested in

renewables. This more than doubles the amount invested in fossil fuel generation

and represents an increase of 4% over 2014. Commercial banks funded the

vast majority of utility-scale new projects. Private equity and venture capital

investment, however modest in comparison (only 3.4 billion in 2015), increased by

34% [85]. Google, for example, invested 2.5 billion dollars in renewable energy.

Since 2007 it is carbon neutral and announced that in 2017 Google’s operation will

be supplied entirely by renewable energy [34]. In addition, the company signed
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a power purchase agreement for 536 MW of wind power. Its total procurement

of renewable power amounts to 3.1 GW which is equivalent to the total Irish

renewable capacity [86]. The large oil and gas companies, an industry that might

seem as a natural competitor of renewable energy, are veering to the renewables.

Companies like the Dutch Shell, the French Total and Norwegian Statoil are future

proofing their revenues by expanding to the solar and wind sectors.

Ireland is introducing a new energy legal framework whereby more and fairer

integration of wind energy into the market is possible and thus addressing the

challenges of the Energy Trilemma. The Irish score is consistently improved, in

2017 it climbed to the 17th place out of 125 countries assessed [22]. In addition,

it ranked as the country with the most added wind power relative to consumption

and the 2nd largest for total wind power capacity per capita [86]. In 2015, 9.1%

of the gross final consumption was supplied by renewables. This is a significant

achievement given that in 2015 the electricity consumption recorded a 4.9%

increase. More importantly, it secures the way towards closing the breach with

the 16% target of contribution from renewable sources set for 2020. The use of

renewables in 2015 meant 286 million euros less in fossil fuel imports whereas

electricity generation increased to 27.3% of gross electricity consumption [39].

The blending of renewable energy into the grid requires substantial changes.

For the most part, non-dispatchability of intermittent generation is the biggest

concern. Several studies have proposed the need of a market for ancillary reserves

to facilitate the integration of variable generation [30, 66, 69, 112]. However in

the long-term it is not desirable to depend on ancillary reserves because of the

distortion to the market signals and inefficiencies that it might provoke [32, 52, 55].

Instead storage and demand-side response can provide the necessary flexibility

and circumvent the drawback of supply-side idle capacity [19, 77, 79].

Studies agree that adding renewable sources into the generation mix lowers the

wholesale price of electricity. This is a direct consequence of the negligible marginal



1.1 Background and Motivation 8

cost and thus the displacement of incumbent technologies [115]. Another factor are

support schemes that coax renewable generators to submit zero or negative bids

biasing market signals [107]. Despite the fact of lower average wholesale prices,

the variance can increase in relation to the share of non-dispatchable sources

[70, 116]. Utilities can avail of lower bulk prices by offering competing contracts

to generators whereby attracting a bigger volume of end users. To accomplish this

utilities need to hedge their procurement strategies. A hedged energy portfolio

could include a share of renewable and fossil fuel sources. To determine the ratios

of renewable and conventional to demand it is paramount to quantify the inherent

risk and the impact upon profit creation.

The traditional approach to ease capital lending to investments in renewable

capacity has been through payments guarantees. The security of cash flow assures

the investors the repayment of the loans irrespective of the uncertainty prevailing

in the sector. The legal framework behind is known as support schemes. Feed-in-

Tariff and Feed-in-Premium are the most common examples of support schemes.

The former scheme is also called market-independent, it consists of a fixed price

payable to the producer for the power sold to the grid. The latter is market-

dependent meaning that rather than giving a bilateral contract to the producer,

as in the fixed scenario, the payment received mocks the spot price [23].

Taxpayers carry the burden of funding the support schemes. This means that

the risk involved is socialized among the electricity customers. The purpose has

been accomplished despite varying degrees regarding the specific technology [45].

However the impact of the supports is not merely the burden of new taxes but also

the bias levied in the energy market. The market gets distorted by the deflationary

signals send by artificially lowered power bids [19]. The challenge is to accomplish

the integration of variable energy sources in a self-sustained manner such that

external support is deemed redundant.
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1.1.3 Wind Power

We can argue that long before human kind walked on the surface of the earth wind

power was already shaping it. Wind is a direct consequence of the atmosphere

and sun radiation. In a sense is a byproduct of solar energy. Temperature and

pressure gradients create motion of atmospheric air molecules; this we call Wind.

Although the relationship between wind power and the human race is a

continuum, the interest of the latter on the former has been cyclical. Researchers

believe that more than 5000 years ago Egyptians where already harvesting wind

power using linen sails [87]. Moving forward in time, the first appearance of inland

exploitation of wind power is rather unclear and many legends exist. Nevertheless

evidence confirms that windmills were in use around the 9th century in todays

Iran and southern Afghanistan [4]. Persians converted wind into mechanical power

to grind seeds and transport water to irrigate their fields.

A similar concept but a rather different structural design permeated Europe

in the 12th century strengthening the Medieval industrial revolution. Leaping

forward to the late 19th century, electricity was for the first time generated from

wind. In 1888, Charles Brush constructed a 12 kW direct current wind generator

in Cleveland, Ohio [49]. Despite its simplicity and low cost wind turbines did

not get much attention during the twentieth century [15]. Instead electrification

backed by fossil fuels concentrated the vast of the attention.

The debate about wind power in modern days should not surprise us. This

has been a topic of controversy since its primal days. Holders of water rights in

twelve century feudal Europe controlled the lives of their subjects. In England,

the nobility and the clergy "owned" the rights to water. One way they exerted

ominous control of commerce and society was by means of grinding revenues. The

well established waterwheel mills was a privilege that peasants could not afford to

possess however they could pay to use [87]. This setting sparked creativity in the
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middle class to challenge the water monopoly. The 13th century experienced a

construction boom of wind mills and antagonistic disputes did not wait long to

emerge.

The next milestone came from Sweden and Denmark more than a century

after the first onshore wind power generator. In 1990, the Swedes installed the

first offshore wind turbine. A year later the Danish company Elkraft4 pioneered

offshore wind farms [91]. Until its decommission in 20175 the farm was located in

shallow waters 2 km from Vindeby’s shore and consisted of 11, 450 kW, turbines.

Worldwide the year 2017 closed with more than 510 GW wind capacity installed

and connected. This represents an increase of 10% with respect to 2016 [113].

Denmark set a new annual record in 2017 with 50% of the electricity generation

coming from wind power. Worldwide the total financial investment increased 15%

over the average of the last decade. The estimated quantity for 2017 is in excess

of 100 billion US dollars [86].

The growth of wind industry between 2000 and 2011 was at a rate of 27%. On

average every three years the installed capacity has been doubled [40]. Nameplate

turbine capacity had a dramatic 172% increase in the latter years of last century.

Rotor diameter and hub height, with average diameter of 99.4 meters and 82.7

meters high, experienced a 108% and 48% increase respectively [114].

An important driver to this figures is the falling cost of wind turbines. The

International Renewable Energy Agency’s 2018 report found a 37-56% decrease,

depending on the market, with respect to the 2007-2010 peaks [43]. The levelized

cost of electricity (LCOE) continues to decrease for wind capacity. Recent estimates

of the LCOE for wind power place it lower than gas and nuclear power [9, 31].

The cost of onshore wind farms decreased from $4,766/kW in 1983 to $1,623/kW

in 2014. The onshore wind global weighted average LCOE is estimated to decrease
4A predecessor of DONG Energy
5The concession was for 25 years. In 2017 DONG dismantled the farm. The spare parts are

going to be reused and the blades given to DTU Risø as part of a research project.
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26% by 2025 [3]. The appeal of investing in wind power is reflected in US NEMS6

estimates for the difference between LCOE and LACE7 (the levelized avoided cost

of electricity) for plants entering service in 2022 [41].

Indirect Private investment is also spurring into the sector. In 2017, big

technological companies such as Google, Amazon and Microsoft signed wind power

agreements to light their business. The modernization to the legal framework

is permitting the coupling of markets and jurisdictions thus allowing complex

procurement of power to be possible. On December 2016, Google signed a 12

years long contract to purchase the entire wind electricity production of a new

Norwegian wind park. The nameplate capacity of the 50 turbines wind farm

is 160 MW. BlackRock, the world’s largest investment management firm [124],

provides the equity to finance the project. This power purchase agreement is only

possible because of the integrated European energy markets. Google is capable of

procuring the electricity from Norway and consuming it elsewhere in Europe.

The other most common energy scheme is the Microgrid. In this setting the

load from a consumer or microcluster of consumers is served from self generation.

In 2017, BMW deployed a 15 MW storage facility for its 4 10 MW turbines

wind farm in Leipzig, Germany. Beside consuming the own generated electricity

it supplies the grid with surplus generation during the plant’s off-peak periods.

From an economical perspective this creates a 3-sided decision challenge: At any

given moment what is the most profitable way of using the wind power. That is,

store, consume or offer it to the grid. This thesis contributes an answer to this

conundrum.

The independent institution in charge of bringing a low carbon economy to

the ROI is the Sustainable Energy Authority of Ireland (SEAI). The mission of

the SEAI is to designs programs to increase awareness and engage the society
6United States National Energy Modeling System.
7Avoided cost removes the biased when comparing non-dispatchable and dispatchable tech-

nologies.
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into transitioning to a more efficient and sustainable energy future. At the same

time assesses and informs the Government about energy matters on the current

performance and possible future status. In particular in Ireland wind power has

the biggest share within the renewables. According to the SEAI 2016 report,

wind generation represented 80% of the total renewable electricity generated. The

country’s installed capacity at the end of 2017 was more than 3 GW, an increase

of 15% over the previous year. The report estimates that wind infrastructure

contributed the most to the reduction of greenhouse gas emissions. The electricity

generated from wind avoided 2,436 kilo tonnes of CO2 emissions [38].

The top five countries for total wind power capacity per inhabitant, at the end

of 2017, were Denmark, Ireland, Sweden, Germany and Portugal. In particular,

Ireland integrated the most wind power capacity relative to its electricity demand

[86]. By 2015 9.1% of the Irish gross final consumption was supplied by renewables,

practically half way from the 2020 target of 16% [75]. Ireland has a prominent

location with respect to Europe. Figure 1.1 presents potential wind power harvest

of Europe and the outstanding potential of Ireland. In [94] Ryberg et al. estimate

the Full Load Hours (FLH) metric for the EU countries. The FLH metric is of

interest because it is negatively correlated to the LCOE. In the ranking Ireland

has an outstanding place owing to its privileged position. The European average is

2560 FLH whereas Ireland’s figure is 3949 FLH. In terms of LCOE, the estimated

average for Europe is e0.665 per KWh; Ireland has the potential to generate wind

power at e0.3 per KWh [94].

Despite the comforting figures mentioned above, in three modeled scenarios,

the latest projection report of the SEAI states that the country might fail to reach

the 2020 renewable energy integration and energy efficiency target [75].

The topic of this thesis is aimed to facilitate achieving the targets for renewable

energy. It is focused on the contractual aspect of electricity procurement. More
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Fig. 1.1 Estimates of Wind turbine design across Europe [94].
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specifically to avoid taxpayer support with a seamless integration of variable power

into utilities portfolio.

1.1.4 Challenges

The preceding sections have presented a general overview of the current situation

of renewables and energy markets. The text has made special emphasis on wind

power and the figures pertaining to the Republic of Ireland. Although, the figures

are promising, utilities still face new challenges to integrate renewables into their

portfolios. A clear example is the modification of the electricity legislation in the

ROI. For more than a decade utilities with power purchase agreements (PPA) with

wind farms have had access to a support scheme that had guaranteed a steady

income irrespective of market or weather conditions [28]; the so called REFIT8

schemes and its predecessor RESE9. These schemes are no longer available.

In addition to the halt of the support, the I-SEM, a new market environment

was introduced in Q4 2018. Among several changes, the new conditions require

the renewable industry to be responsible of balancing their positions rather than

relying on a support to cover up for lack of electricity supply. The current state

of the art is far from fully meeting the new setting faced by Load Serving Entities

(LSEs).10 We envision that to increase wind penetration the properties of next

generation wind energy trading should be self-sufficiency with respect to profit

creation, autonomic trading and making part of the operation the power balancing

responsibilities.

These properties signify important problems, specially for LSEs. This work

presents solutions to these challenges. The remaining of this section list the

challenges (C1-C5) addressed in this research.
8Renewable Energy Feed in Tariff.
9Renewable Energy Sourced Electricity.

10Load Serving Entities, Utilities or electricity retailers are used interchangeably throughout
the document.
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C1 Contract Offering

Electricity prices are prone to high volatility, on the other hand to account for

the lack of electricity storage of scale, legislation of energy markets favor forward

contracts over real-time trading. The long-term (LT) bilateral contracts offered

by electricity retailers to wholesalers should be designed to take into account the

competitiveness of other retailers as well as the variability in electricity generation

by wind farms. Therefore, the hedged contract must optimize the trade-off between

uncertainty and profit. The contract would then be a mix of conventional and

renewable generation that balances the procurement trade-off.

C2 Heterogeneity

Electricity retailers can have a myriad of different specific needs. For example,

the degree of risk aversion or customers with loads of different magnitudes. Also,

the generators could require complex pricing strategies depending on the quantity

of power delivered. Such heterogeneity may translate as non linearities in the

competitive model. Moreover each party is self-interested and autonomous. Thus,

the mechanism to design the LT contract should provide an answer irrespective of

the heterogeneity of electricity retailers.

C3 Risk Exposure

The long-term contract offering necessarily depends on market and power genera-

tion statistics. The potential of estimates deviations, as a result of uncertainty,

can negatively and significantly counteract the hedged strategy. A risk assessment

could leverage the potential of LT contracts with renewable generators. Two

important source of risk should be addressed: 1. Electricity market fluctuations

and; 2. Renewable generation.



1.1 Background and Motivation 16

C4 Spot Market Trading

An integral hedged portfolio should include as part of the energy procurement

a short-term trading strategy. Long-term contracts with wind power producers

rely on weather forecast. Moreover, the power purchased also depends on the

demand forecast. However accurate, there exist a considerable error that needs to

be accounted for and acted upon. On the one hand the task is to quantitatively

assess the risk for a given portfolio. The holder of the portfolio should be capable

of defining a desired risk policy. On the other hand, real-time demand and supply

mismatches should be balanced in the spot market. The decision making about

position balancing has to be fast paced to contend with the high frequency trading

in the intra-day market.

C5 Technology Coupling

Coupling different generation technologies helps to diversify the risk. A common

example are wind and solar farms. Wind and solar energy can be negatively corre-

lated, bringing them together smooths the generation output. Another approach

are hybrid power plants in which a principal source of power is complemented

with a storage system. In the specific case of wind energy, a coupled system not

only serves to flattened the electricity produced but also to reduce spillage and

curtailment due to off-peak demand. However the control of a coupled system is

not a trivial task. In this thesis we concentrate only on a hybrid systems. The

decisions involve determining how to best utilize the combined production of wind

power and the complementary system. The design of the trading strategies should

take into consideration the optimal management of the system such that it further

contributes to minimize the procurement cost of the LSE.
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1.2 Research Scope of the Thesis

This section discusses the scope of the research presented in this thesis. Section

1.2.1 presents the limitations of current integration methods of wind power in

utilities’ portfolios which is the focus of this thesis. Section 1.2.2 discusses the main

objectives of the research, these are presented in the form of Research Questions.

The work in this thesis is divided in two parts. The first part concentrates on

the long-term perspective of electricity procuring by retailers. In particular, the

focus is on designing strategies to allocate wind and conventional energy sources

in a competitive market, that minimize procurement cost in the long term. The

utilities are considered to be rational, self-interested, profit maximizers and non

cooperative among them. This part of the thesis subdivides the procurement

process in two tasks. First the design of a strategical contract for given market

and wind site characteristics. And secondly a stochastic methodology to quantify

the portfolio’s risk.

The second part of the thesis focalizes on the short-term managing of electricity.

An electricity trader can typically adjust its positions one hour before dispatch in

order to avoid the more volatile markets and penalty fees. More specifically, in

the second part the research focuses on the combined production of wind energy

and an ancillary pumped system. The generation is either channeled within the

system or traded externally in the electricity market. Market in this context, can

be interpreted as an energy exchange or a microgrid.

The two parts of the research are entitled as follows:

P1 Long-term wind power contracts

P2 Short-term trading management
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1.2.1 The Limitations

In the open-market environment, the stakeholders in the electricity supply chain

strive to create profit. From the perspective of an LSE, there are a few ingredients

that play a key role in making profit, such as, retaining and attracting customers.

One basic rule to make this happen is offering a low cost product which in turn

means procuring at even lower costs. Because of its negligible variable cost, wind

power is a formidable means of procuring low cost electricity. However, in a

support free market, the holders of variable energy contracts are exposed to high

uncertainty about revenue inflows and potential hefty payments. Nevertheless, it

is possible to hedge the uncertainty. In the following the lifecycle of electricity

contracting is split in two timescales and presents the limitations therein.

Long-term wind power contracts. LSEs procure the vast majority of their

electricity commitments through long-term contracts. This gives certitude about

energy supply and price. In the pre-renewables era, volatility in energy markets

was in general a direct consequence of fuel prices. Oil prices can be dramatically

affected by a handful of factors, from the geological to the geopolitical. An energy

retailer could reduce the effect of oil price swings by diversifying with renewables.

However this may have adverse effects when the uncertainty in weather variability

is not considered in the design of the energy contract. This limitation correlates

with the challenge C1 Contract Offering .

In addition to accounting for variability in electricity generation, another factor

relevant to open markets is competitiveness. An LSE can face a bottleneck offering

contracts or paying premiums to secure them. The main limitation is the access

to partial information of the market participants. Thus, the designing of an LT

contract must determine a best response strategy that takes into consideration the

competitors own strategical decisions. The equilibrium strategy must guarantee
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that deviation from it would convey less optimal results to the market participants.

This limitation also correlates with the challenge C1 Contract Offering .

The heterogeneity among the LSEs can organically hinder the determination

of the best response strategy. LSEs in a given market can compete for the

same contract but could differ internally among themselves, for example market

share. Therefore the contract designing methodology needs to be robust to

incorporate competitors with different internal policies. The competitive model

can be expressed as a non-linear coupled system. This limitation correlates with

the challenge C2 Heterogeneity .

Another factor that plays an import role in asset diversification is the policy

towards risk. The likelihood of adverse outcomes needs to be quantified to

enhance the reliability and provide certitude to the LSE about the LT contracts.

Furthermore, the technique to evaluate the portfolio should be convergent to a

solution regardless of the risk aversion of the holder. This limitation correlates

with the challenge C3 Risk Exposure .

Short-term trading and management. Complete certainty about future

commitments is limited by the forecast error on weather and real-time market

prices. To minimize, the negative consequences of failing to comply with the

demand commitments, LSEs can make balancing trading in the spot market. In a

perfect market, forward prices are an unbiased signal of prices in the spot market

and as such can guide on the just-in-time position balancing. However, energy

markets are far from being perfect. An estimate of future events can help to

circumvent this limitation and balance the long positions of the LT contract. The

time shift of the future events of interest is within close proximity. The short

time difference between events decorrelates them from control states that affect

mid-term scaling trends. This is a feature that can be exploited although it poses

a difficulty. The time lapse between events in the spot markets implies taking
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actions at a high frequency. This limitation correlates with the challenge C4 Spot

Market Trading

The adverse impact of weather variability is not only limited to deficit gen-

eration. Excess production because of unaccounted weather or lower demand

is also an overwhelming factor. Spillage and curtailment are the most common

ways to handle surplus generation. This limitation can be used as an advantage if

equipped with a storage device and a management system capable of orchestrating

the flow of electricity. Furthermore it adds an extra element that can serve to

minimize the spread between demand and supply. In addition, the decreasing cost

of self generation and further openness of the electricity sector are fostering the

development of decentralized microgrids in both rural and urban settings. The

safe operation and optimal decision making can be limitations of managing the

electricity generation and the trading within the microgrid. This correlates with

the challenge C5 Technology Coupling

1.2.2 The Objectives

The research was organized in three work packages. The second work package

addresses the five questions of the research. There is a sequential flow from the

first to the last question, nevertheless each of them can be understood individually.

The remainder of this section presents the two parts of the research and the

questions addressed by each part.

Long-term wind power contracts: The first part of the thesis presents a

theoretical formulation that models the adversarial setting between two utility

companies. This part of the research explores contract pricing with a wind power

producer (WPP), the ratio of renewable energy to total demand and the portfolio

risk. The utilities compete with each other by means of contract offering to

the WPP. In addition to the partial information accessible to each utility, the
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adversarial setting describes the self-interest and non-cooperative characteristics

of the utilities. The objectives of the first part of the work are expressed by the

following Research Questions (RQ):

P1-RQ1 Gaming equilibrium What is the energy portfolio of LSE companies

procuring electricity from long-term contracts with conventional and wind

power producers? (Challenge C1)

P1-RQ2 Heterogeneity How to find the equilibrium portfolio for multiple LSEs

with heterogeneous demand? (Challenge C2)

P1-RQ3 Risk assessment How to generalize a methodology to determine the

risk on hedged portfolios for different wind and market characteristics?

(Challenge C3)

Short-term trading and management: The second part of the thesis

investigates on the intra-day trading and technology coupling. The intra-day

market is characterized by fast and short-lived events. From the LSE point of

view, the spot market serves to minimize the foreseen mismatches between supply

and demand. Although the quandaries of the spot market there is the advantage

of having access to more accurate weather and demand forecast, however for a

short period of time. Similarly, combining uncorrelated technologies can further

improve reducing the supply/demand spread. Thus, the LSE can avail of these

opportunities to avoid exposure to the more volatile balancing market or penalty

fees. This last part presents an implementation of a trading orchestration that

exploits the previous features and manages the combined production of a hybrid

power plant. The objectives of the second part of the work are expressed by the

following Research Questions:

P2-RQ1 Fast signaling Can a deep artificial intelligence model provide accurate

signals for short-term procurement? (Challenge C4)
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P2-RQ2 Agent trading and management How to automate the trading with

the spot market and internal management of a hybrid power plant?

(Challenge C5)

1.3 Solution Method

This section presents the techniques employed to answer the research questions.

The theoretical work has been verified numerically. The testbed simulations

considers synthetic and real market and weather data. The latter has been

retrieved from NordPool, one of the most relevant and growing power exchange

pools in Europe.

1.3.1 Long-term wind power contracts

P1-RQ1 Gaming equilibrium: Markets around the globe are the result of

behavioral economics. In all markets, with enough liquidity, we can see the price

fluctuation of the assets. Uncertainty is a primal factor influencing an investor’s

decision to acquire or retain an asset. Energy markets are not oblivious of this

reality. Is because of this reason that support schemes have been necessary to

create momentum for renewable capacity investment. It is paramount, to increase

integration of renewables efficiently, to find the way such that renewable sources

are financially buoyant without external support. Long-term contracts can hedge

fuel uncertainty and weather variability when designed to maximize the expected

utility of the holder. To answer this question this work uses a game theoretical

approach. The behavioral economics of designing an LT contract with a WPP is

studied as a non-cooperative game.

Several methods for portfolio creation have been proposed [1, 5, 13, 56, 73],

though they are designed without taking into account wind power or competitive

environments. To propose a solution to this challenge this work employs a similar
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concept, that is, the conflict-of-interest between reliability and cost is analyzed as

a procurement game. The mixed Nash equilibrium is understood as the solution

portfolio to the procurement game. In the model, the Nash portfolio is the

allocation strategy that maximizes the expected utility of the LSE.

P1-RQ2 Heterogeneity: The advent of the smart grid will increase the number

of directly involved energy trading entities [10, 51, 88]. The direct participa-

tion of distributed stakeholders will create newer markets adding more demand

heterogeneity.

This research question generalizes the procurement model defined in P1-RQ1

in a context of multiple players with heterogeneous characteristics. In addition to

demand heterogeneity, power producers are considered to have a non-decreasing

supply response. The coupled system with the added diversity also adds complexity

to the model in P1-RQ1. Daskalakis et al. proved that computing a Nash

Equilibrium approximative solution is PPAD-Complete11 [25]. For this reason I

developed a numerical algorithm instead of solving the model analytically. The

two main features of the solution method are its freedom of customization and

scalability. In summary, this part of the work designed the RGAn algorithm 3.1

to determine Nash equilibria portfolios for a densely interconnected network of

LSEs.

P1-RQ3 Risk assessment: An LSE can face hefty costs if its supply and demand

are unmatched. Mismatch costs serve to ensure the stability of the grid such

that voltage and frequency remain at all times within the very tight ranges.

Therefore system operators impose penalty fees or imbalance costs to maintain

a safe operation of the distribution infrastructure. Energy traders can hedge

exposure to the more volatile balancing markets if the ratio of renewable energy

to total demand takes into consideration the hourly values of spot prices and wind

generation.
11Polynomial Parity Arguments on Directed graphs



1.3 Solution Method 24

The method proposed to address this research question presents an approach

to quantify the hourly dynamics of wind power and an energy market and the

impact on long-term costs. In the literature there exist several techniques to

model this types of dynamical systems. Typically time series is a common utilized

technique [54], however they lack flexibility. Instead I use a stochastic approach

because it can closely resemble the seasonality and mean reversion characteristics

of electricity spot prices [16, 57]. Features, such as lack of storage of scale and

grid stability make the energy market prone to sudden jumps of short duration.

On the other hand I considered the autocorrelation of wind speed as a parameter

of wind trajectories rather than a result. In summary, this part of the research

developed a stochastic procurement model (SPM) for the risk assessment of

electricity portfolios.

Two risk metrics complement the results of the SPM: Conditional Value-at-

Risk (CVaR) and Excess Cost. CVaR is a consistent measure of risk in terms

of the probability of high costs in a portfolio with Option assets [92]. Moreover

CVaR is more robust than other risk metrics, for example its predecessor Value-

at-Risk, because it quantitatively assays extreme events [6]. On the other hand,

Excess Cost is the probability of exceeding a defined threshold. This features add

flexibility to LSE to consider different risk policies. To bring the pieces together I

implemented a Monte Carlo algorithm to test the SPM.

1.3.2 Short-term trading and management

P2-RQ1 Fast Signaling: The electricity spot market is an auction based exchange.

Successful bidding requires setting the price of the ask or bid close and lower than

the clearing price. However the clearing price is only known after the auction

has finalized. Adding to this complexity, another challenge is the frequency of

the auctions. The spot market in different exchanges could have various trading
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floors, the most common is the hourly floor [97, 106]. LSEs use this mechanism

to flatten their supply and demand differences close to real-time.

This part of the research proposes a two layer decomposition of short-term

trading. First a novel artificial intelligence model for anticipating SM prices. And

data analytics to process the input data. The proximity of trading windows is

the key factor exploited for the successful results. The analytics part extracts

knowledge off the streams of the raw input data. The AI model uses this knowledge

to create wisdom. The system predicts a sign change of the next clearing price

with respect to the current one. In addition, creates a belief vector about the

likelihood of the next clearing price belonging to a known cluster.

More specifically the analytics layer categorizes the most important features

utilized by the AI model. This layers implements a pattern recognition algorithm

to classify the raw values. The motivation behind this layer is to take into account

the seasonality as a performance leverage. It aggregates the demand and price

data into clusters of different scales. These include yearly, monthly and hourly

clusters. The aim is to increases the accuracy of the prediction layer using the

clustered data.

P2-RQ2 Agent trading and management: A fundamental challenge of smart

grids is handling the sheer size of atomized trading. In the smart grid the vertical

arrangement of the energy supply chain is going to be shaken to its bare foundations

and transformed into a complex network of distributed interconnected prosumers.

Agent trading can provide a solution to the overwhelming task of managing the

many-to-many interactions of nodes in the decentralized network [37, 46].

This last part part of the research studies the management of a hybrid power

plant (HPP). More specifically, the aggregated generation of wind and hydro

power. The goal is to allocate in a cost-effective way the output of the HPP.

At each instant, the best decision is determined by a) the current and foreseen

market, b) weather and c) demand conditions. This work considered the following
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possible actions: 1. Offer surplus wind power on the SM; 2. Use the combined

generation to satisfy demand and procure lack of generation on the SM; 3. Store

wind energy as potential energy in the hydro plant and instead procure committed

position on SM; 4. Sell hydro power on the SM; 5. Use stored power and procure

the lack of power on the SM and; 6. Do nothing.

The short-term decision-making is automated with a reinforcement learning

algorithm. An agent that consists of several instances of itself brings together the

pieces of the work done in the second part. The agent maneuvers the electricity of

the HPP in a cost effective way by means of furnishing the decision making with

the necessary information from the predictions obtained in the previous research

question.

1.3.3 Validation

Testing and validating the ideas presented has been a cornerstone concomitant all

along this research. The models and algorithms developed have been validated

with simulations. The numerical simulations have used both synthetic and real

data. In both parts of the research we designed and developed the simulators used

to test our models. The external dependencies have been carefully investigated

and selected those proven to be robust and sound. In particular, the numerical

simulations on P1-RQ3 incorporates an stochastic discretization C library [50]. On

the other hand, the second part of the thesis uses well established and validated

API’s for data analytics and artificial intelligence [2, 65, 81].

Simulations on the first part of the research largely relies on C implementations

whereas the second part adopts Python, a more versatile programming language for

scientific computations. The gathering and pre-processing of data was automated

with several tailor made Python scripts. All the real data comes from official but

publicly available sources. The synthetic data was chosen so that it resembles real
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market conditions. Finally, to run the programs and store the results, a dedicated,

although small, cloud computer was set up to host the simulators.

1.4 The Contribution

The primal drive of this work is to positively contribute to the advancement of

diversifying energy assets. More succinctly, decarbonizing utilities with a risk

controlled integration of renewable energy in their portfolios. I believe the results

of my research can make one piece clearer the inclusion of the intermittent energy

puzzle.

The following sub sections summarize the main achievements of the research.

The results of both P1 and P2 are presented below, the tables 1.1 and 1.2 provide

a map between the Research Questions, results and the published work. The

latter is the output of the work done.

1.4.1 Long-term wind power contracts

P1-RQ1 Gaming equilibrium:

A1 The results of the first part of the work have Game theory as the modeling

framework of the LSEs’ trade-offs. The work modeled the decision-making

involved in the process of designing a bilateral contract with a wind farm

or a conventional power generator. Thus two strategies are considered: a)

the low-risk but expensive conventional energy and b) wind energy which is

characterized as less costlier but of higher risk. In addition, the involved

parties are deemed rational, self-interested and profit maximizers. In this

context, we introduced indistinguishable players as a new concept in Game

theory.
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A2 The expected result of the game model is the equilibrium point in which

no player has an incentive to change strategy. Firstly the focus was on

the case of single or “pure” strategies. I present a method for reducing the

configuration space of equilibrium search for pure strategies. The asymptotic

complexity is reduced from O(2n) to O(n). The method is proven utilizing

the concept of indistinguishable players in binary games and borrowing ideas

from statistical physics.

P1-RQ1 Heterogeneity:

A3 The scope of the model was broadened by considering price heterogeneity.

This means that rather than a flat cost per kWh, the price was considered

to depend on demand. To incorporate the dependency of prices on demand,

the work modified the pay-off matrix of the gaming model. In this context

the mixed strategies Nash equilibrium solution is derived. The solution is

utilized as a diversified energy portfolio. Mixed strategies can be understood

as the utility’s contracting policy of conventional and wind power.

A4 In solving the game model, I found a bargaining scheme for price negotiation.

The analysis of the mixed strategies in the heterogeneous case lead to a

wind energy price range that can be exploited by the LSE when offering

long-term contract to wind power producers.

A5 The scope of model was further increased by adding demand heterogeneity

among the LSEs. This added requirement also increased the complexity of

the challenging task of determining the equilibrium of the game. I designed

a tailor made algorithm to find the mixed strategies Nash equilibrium and

thus the energy portfolio for each LSE. The solver combines two robust

heuristics: the Genetic algorithm as search method and an annealed routine

for determining if a candidate solution should be rejected or included in the

gene pool.
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P1-RQ3 Risk assessment:

A6 The stochastic procurement model (SPM) represents the real-time trading of

the LSE in the spot market. The result is the theoretical basis of an integral

stochastic model for the dynamics of electricity price and wind power. This

duality is the main contributing aspect of this achievement. The relevant

features that characterize power price paths are taken into consideration

with the Ornstein-Uhlenbeck and Lévy processes. These features include

short lived sudden jumps and trend inertia typical of spot market prices.

Moreover, the work also models wind paths with a Brownian process with

multiplicative noise. The drift and diffusion of the SDE are adapted so

that the solution trajectories resemble the autocorrelation of a chosen wind

distribution. In conjunction, the model convergences to an optimal portfolio

irrespectively of the WPP characteristic autocorrelation decay rate.

A7 The SPM on its own provides little information with respect to undertaken

risk. Thus, the model is assessed with two risk metrics: CVaR and a

metric I designed which is termed Excess Cost. Both metrics complement

each other. The former sheds light on the average tail events. The latter

quantitatively evaluates the likelihood of a given portfolio incurring in high

cost procurement. In the testbed the results show a 15% to 18% wind power

integration.

Table 1.1 P1 Research Achievements

RQ Challenge Achievement Presented Appendix

P1-RQ1 C1 A1, A2, A3 IEEE ICRERA 2016 A
P1-RQ2 C2 A4, A5 IEEE ICSG 2017 B
P1-RQ3 C3 A6, A7 SPRINGER TESG 2018 C



1.4 The Contribution 30

1.4.2 Short-term trading and management

P2-RQ1 Fast Signaling:

A8 The second part of the research states the challenges of peer-to-peer and

neighborhood-to-grid electricity exchange. The work then proposes an

automated mechanism that is capable of interacting with several of the

market components in synchronisation with the speed of events. The first

constituent is the analytics instance. The motivation is that by applying

some effort it is possible to retrieve “free” knowledge. The goal is then to

find patterns in the streams of raw demand and electricity price data. The

K-Means algorithm is used for pattern discovery. Those patterns or clusters

provide the knowledge necessary to carry on further functionalities.

A9 The prediction of SM prices is a second instance of the automated trading.

The leveraged property is the close proximity of events in short-term trading.

The prediction instance is a recurrent deep neural net with a vertically

stacked sequence-to-sequence architecture (DS2S). In this implementation,

The Hidden layer represents the vertically stacked units. We use LSTM

units [35] to capture the long-term temporal tendencies of mean-reverting

energy prices [14]. The adaptability to foresee can improve the accuracy, in

large sequential datasets, as compare to vanilla neural models [100].

P2-RQ2 Agent trading and management:

A10 The last part of the work aims to bring closer machine learning and energy

trading with a decision-making agent. The agent wraps together the analytics

and prediction instances. Our approach is the MAL, an holistic agent-based

methodology to power supply management. The MAL is formed by a tiered

framework to manage a hybrid energy system on behalf of a power producer.

The three fundamental instances of the MAL are 1) A clustering algorithm
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to extract knowledge of the raw data; 2) A deep sequence-to-sequence

recurrent neural network to forecast day-ahead prices; and 3) A multi-policy

Q-learning algorithm for decision-making. The performance of the MAL is

validated with data from NordPool.

Table 1.2 P2 Research Achievements

RQ Challenge Achievement Presented Appendix

P2-RQ1 C4 A8, A9 SMARTGREENS 2017 D
IEEE TSE E

P2-RQ2 C5 A10 IEEE TSE E

1.4.3 Publications

The work and results of the research have been published in a number of research

articles. The publications list include 5 peer-reviewed articles. Two have been

published in journals, namely IEEE Transactions on Sustainable Energy and

Springer Technology and Economics of Smart Grids and Sustainable Energy .

The other three articles have been published in conference proceedings, namely

IEEE International Conference on Renewable Energy Research and Applications

(ICRERA 2016), IEEE International Istanbul Smart Grid and Cities Congress

and Fair (ICSG 2017) and the INSTICC International Conference on Smart

Cities and Green ICT Systems (SMARTGREENS 2017).



Chapter 2

State of the Art

The openness of the energy sector, interest in decreasing dependence on fossil

fuels and the advent of the smart grid has attracted wide attention on possibilities

to include bigger shares of renewable energy. This chapter presents the state-

of-the-art (following the same order) of bilateral contracts, price modeling and

autonomic trading.

2.0.4 Contract Offering

The openness of the energy sector has attracted the attention from the research

community, for example, [5, 17, 18, 33, 53, 56, 68, 78, 93, 119, 121, 125]. These

works implement behavioral theories to model the interactions or trade-offs among

conflicting elements. The aim is to determine an equilibrium states that satisfies

all the parties involved; this state is represented in the form of a binding contract.

High frequency and large amplitude fluctuations can occur in almost all

commodity markets but in particular in the energy market. To constraint the

occurrence of sudden escalations, energy legislation requires suppliers and retailers

to engage in especial market instruments. These instruments are off-market

agreements between producers and retailers. The specific name of these agreements

are bilateral long-term contracts. In this work we consider the Options type of LT



33

contracts. This means, the price of electricity has two components. A reservation

cost and execution price. The reservation cost, guarantees the utility company a

volume of energy at a specific day and time. However it has the option, through

the execution price, to partially or not make use of it [117].

More specifically this research focuses on portfolio creation of a utility company

(UC), the retailer, seeking to hedge its procurement cost by signing an LT contract

with a wind power producer and a conventional generator, the producers [61].

The UC balances the real-time commitment mismatches in the spot market. In

particular non cooperative Game theory is applied to model the trade-off between

reliable but expensive conventional generation [125] and uncertain but cheap

renewable power.

In the literature, Game theory (GT) is the de facto methodology to model

conflict-of-interest problems. Also, in the field of energy contracting is commonly

used to determine best trade-off strategies between risk and profit. The work [56]

presents a game theoretic approach to energy trading among microgrids. In the

analysis, surplus energy is offered and the microgrids necessitating energy submit

purchase orders. The utility function of the seller expresses the trade-off between

storing or selling surplus electricity. On the other hand, the buyers’ social welfare

is expresses as the price gap between energy from the national grid and from

neighboring microgrids. The emphasis resides on studying the effect of various

sellers and buyers upon the equilibrium energy price. In [121] the authors model

the bargaining process between a GenCo (generating company) and an LSE. The

work assumes full communication between both parties with cooperative GT.

Moreover, it also considers the GenCo to have a secure and reliable source of fuel

for electricity generation. The uncertainty in the studied problem is solely the

spot price. The sense of this thesis differs from these works in the integration of

wind energy and in particular also differs from [56] in considering the statistics of

the market price.
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Yi et al. analyze the contract price of power producers [119]. The competi-

tiveness to attract consumers is modeled with Bayesian GT. The work assumes a

quadratic cost function, that is, conventional generation only. Thus each gener-

ation company knows its own cost function but not the cost of its competitors.

The optimization variable is the fix price of the contract. The heterogeneity of the

system is modeled as a characteristic Type for each player. The risk uncertainty of

procuring energy from the spot market is not considered to simplify the analysis.

The Nash-equilibrium of the game is found using a standard genetic algorithm

(GA). Convergence is reached when the value of the objective function reaches a

steady state. However it is known that standard implementations of evolutionary

algorithms suffer from premature convergence [67, 90]. In [60] we designed an

improved version of the standard GA. A benefit of our implementations is faster

existing local minimum solutions.

The work in [33] models a coalition of renewable sources. The objective of

the coalition is to minimize the insufficiency of load supply by aggregating their

electricity generation. The problem is to maximize the worst-case such that the

renewable producers are incentivized to remain in the coalition. The authors use

cooperative GT to model the coalition formation problem. However desirable this

is, there is always the challenge of competitors; which is also desirable. An obstacle

addressed by the authors is the intractability of the problem as the number of

parties grows. They use Benders decomposition to divide the original problem

into a master/follower iterative algorithm. In [60] we present an efficient algorithm

to find the Nash equilibrium with the additional generality of considering demand

heterogeneity of the LSEs.

A similar approach is presented in [17]. The authors propose to maximize

the realized profit of the coalition rather than the average profit. The goal is to

obtain a contract that is coalition-stable. This means that the distribution of

profits among the coalition is equitable. A drawback of this contract design is the
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incurred cost, as loss of expected profit, that is needed to provide fairness in the

distribution of equity. The members of the coalition are required to be in distant

geographical locations to disregard correlation effects. This condition limits its

applicability for participants in the same market in an adversarial setting.

In [53] the authors use EMCAS an agent based simulator to study the effects

of demand elasticity and power price between GenCos and DemCos (demand

companies). The authors conclude the need for further studies with increased

market participants. This challenge is addressed in [60]. Furthermore, there is no

adversarial consideration among the demand companies nor intermittent power

generation. I considered these aspects are in my work.

Several distinct risks can affect the willingness of contract signing. The authors

of [5] study the behavior of a producer and a retailer for different concession

tactics. The tactics take into consideration the risk asymmetry and attitude of

the agents. In the model, a parametric formulation accounts for both risks as

arguments to an exponential function. However in reality determining the attitude

towards risk involves the expectation about impact variables, for example, market

prices and renewable generation.

2.0.5 Price of Energy in the Spot Market

The previous section commented on long-term bilateral contracts. The current

section presents a literature review with regards to real-time trading. The need

for a spot market arises from the fact that it is of paramount importance to keep

the electric grid within safety operational levels. Thus close-to-delivery markets

serve to smoothen the inherent variability of demand and supply.

Spot prices represent the clearing of a continuous or periodic double auction.

Wholesalers and retailers submit bids and ask offers, respectively. The system

operator determines the equilibrium point. Modeling and forecasting commodity
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prices in not a new problem nevertheless it prevails as a basin topic that attracts

wide attention from the research community. The temporal problems make the

case of electricity to stand out among other commodities. The lack of storage

of scale increases the forecasting complexities in contrast to other marketable

products. Besides the non storability, the energy dependence on endogenous

components contribute to the spiky behavior seen in electricity prices. The

openness has naturally fostered the creation of financial instruments with medium-

and long-term horizons. These financial instruments (e.g., derivatives and futures)

are intended to control price volatility however developing accurate forecast models

over such horizons is a significant challenge for an energy trader. To diversify the

risk, LSEs design electricity portfolios to control the exposure to uncertainty and

assure, in a statistical sense, a positive profit over the portfolio horizon.

In [13] Boroumand et al., propose an intra-day strategy to hedge the risk of

price volatility from a retailers perspective. In contrast to daily or longer horizon

portfolios, an intra-day distributed portfolio is presented. The day is discretized

into 8 blocks and a specific portfolio is allocated to each block. The intuition behind

the intra-day discretization are the periodic fluctuations of demand observed within

a day. The hedging portfolios can integrate 5 different contracts. In addition

to physical deliveries the contracts can be derivatives such as forwards, call and

put options. An optimization routine is used to determine the best allocation,

per time block, of the five available contracts. Two risk metrics are optimized to

determine the best portfolios. Value-at-Risk and Conditional Value-at-Risk are

the risk measures implemented to assess a decade long data set of historic spot

prices in the French energy market.

Skajaa et al. confirm the possibility of generating positive income with intraday

trading for a WPP [96]. They use as case study the NordPool market. The study

presents an algorithm that relies on logical and algebraic operations based on an

out of sample evaluation of the trading strategies. To avoid evaluating the risk
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they use an strategy that underestimated the participation of the WPP on the

market thus securing the trade at the historical price. In this respect, we relax this

condition and instead incorporate a risk evaluation based on two complementary

metrics.

[7] studies the offering strategies of a price-maker WPP in the spot market.

The work presents an algorithmic decision process to decide the allocation of wind

power. The authors use a large set of feasible scenarios to account for the uncertain

quantities: market prices and wind power. The algorithm includes CVaR to assess

the offering strategies and gauges the risk tolerance through a modulating factor.

In contrast to a fix set of scenarios, our work [63] develops a generic stochastic

differential model for the price and wind dynamics. Furthermore this thesis

presents a more general case, that is, a price-taker WPP and conventional power.

Tushar et al. present a decentralized method to minimize penalties from

demand deviations [102]. Consumers in a microgrid engage in self flattening the

demand forecast for their energy requirements. The give-and-take is modeled

with non-cooperative GT. The output is communicated to the microgrid operator;

thereafter the operator produces or procures the power on behalf of the consumers.

Close to real time, the consumers engage in a second round to close the gap

between the initial request and the actual consumption. The authors consider

a quadratic but static energy price function and thus no risk evaluation. In

reality the uncertainty of the energy price is more complex this in turn makes risk

assessment indispensable for a future-proof trading strategy.

Systems prone to rare events are characterized by fat-tailed distributions. The

work of Hagfors et al., presents a simple but insightful analysis of extreme events

on the German day-ahead electricity price. In this context, extreme events are

considered as negative spot prices and the 1% most expensive of the sample. In

their paper, they use a standard logit model to assess the relationship of several
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fundamental variables (e.g. coal price and expected demand) and rare events to

predict, at same period of next day, extreme event occurrences [36].

Bello et al., propose a more complex method, for medium-term prediction, to

account for rare events and thus the spiky nature of price time series. Fundamental

analysis is limited in extracting higher-order moments of distribution functions.

In [8], the analysis assumes electricity prices to follow a given market equilibrium

model (MEQ). Possible scenarios are created by a two phase technique. The

initial phase involves sampling the MEQ for several risk scenarios. The output

of the first phase are the variables of interest, in this case the electricity price.

In the second phase a Monte Carlo algorithm creates scenario combinations of

the uncertain variables. The outcome of both phases serves to interpolate the

results from phase one given the simulated scenarios of phase two. The output

is analyzed by an econometric method to recalibrate the statistical results. The

objective is to reshape the distribution near the tails to reflect more accurately

the extreme events.

In contrast to [8], the paper of Li et al. attempts to model explicitly the

unexpected price jump of average day-ahead electricity prices. The authors

presented a bipartite approach to the spot price. On the one hand, the trend and

seasonal behavior is modeled through a deterministic function. On the other hand,

jumps and random fluctuations from the trend are modeled via a Cox-Ingersoll-

Ross diffusion interspersed with time inhomogeneous Poisson compound process

[57]. The deterministic function is constructed upon a trigonometric expansion to

accommodate several seasonal time scales. The stochastic jumps rely on a random

clock built from a Gamma process of a periodic activity rate. The activity rate is

a piecewise linear activation function with yearly periodicity whereby winter and

summer jumps can be easily concentrated. A principal advantage of the model is

that not only the drift term but also the jump process contributes to the mean

reversion of the spot prices.
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A behavioral algorithm was used in [120]. Young et al., argue that a behavioral

method is capable of providing meaningful insight for policy making. Moreover,

they comment that changes, over time, of the underlying fundamentals are better

portrayed by a behavioral approach than, e.g., a time series regression. The paper

implements the reinforcement-learning algorithm MRE, a modified version of the

Roth and Erev algorithm, to predict spot prices in the New Zealand electricity

market. A drawback of the algorithm is the deficiency of immediate forecasting.

The results shown are statistically accurate for a weekly time frame.

In [1], the authors analyzed the diversification problem of a large energy

consumer (LEC). The allocation strategies are renewable energy, storage infras-

tructure, conventional generation and a demand response program (DRP). The

diversification problem was formulated as a two stage stochastic energy procure-

ment problem. In the first stage here-and-now decisions take place before the

stochastic elements are known. The second stage, follows a wait-and-see strategy,

after the realization of the stochastic variables are known. The LEC is subscribed

to a Time-of-Use tariff; in this scheme the daily electricity price varies as a function

of the time. The DRP is used to shift the load from peak hours to less expensive

periods; although capped to a 15% of its demand. The uncertain variables are

modeled through a set of scenarios. This limits the performance of the algorithm

to adapt to different contexts e.g. in a competitive settings. Moreover, they

demonstrate with 4 cases the capabilities of the model to lower procurement cost.

The paper lacks an evaluation of the risk assumed by the LEC.

The work of Nie et al. [73] addresses some of the deficiencies in [1]. They

approached a similar problem with an interval-stochastic risk management (ISRM)

algorithm. The ISRM merges the two stage stochastic problem, interval-parameter

programming (IPP) and risk analysis. In their work the uncertainty is characterized

by a lower and upper bounds. Hence the uncertainty of fuel prices, demand and

electricity generation is modeled as a set of intervals for three scenarios. The
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ISRM is applied to minimize the overall cost of production and control the cost

of a recourse strategy. More specifically, importing energy was considered as a

recourse to fulfill the consumption demand. The risk metric is defined as the

probability of surpassing a defined cost limit. A tacit monopsony is the framework

of the setting; thus learning and adaption are redundant and not considered. The

assumption of fixed intervals limits the performance in dynamic environments.

The uncorrelated dependency of past event from current and future wind

speed realizations makes Markov chains a suitable methodology to model variable

energy generation. The cost minimization problem of unit commitment with wind

integration and transmission constraints is studied in [122]. The authors modeled

wind generation as a Markov chain. However, to reduce the large number of

Markov states and yet retain the possibility of extreme events, they combined

the Markov-based approach with IPP. The hybrid model is a trade-off between

complexity and conservativeness.

2.0.6 Autonomous Machine Energy Management

This section of the literature review presents the recent works of machine trading

and management in the field of electricity markets. The supply chain of electricity

is an ecosystem in which all members of society have an impact, even communities

considered to be off-grid. The Interconnectivity, both physical and virtual, between

regions and countries has increased the complexity of the energy market. In this

context, keeping up to speed becomes ever more challenging. Fortunately, the

breakthroughs in hardware capabilities and ICT have provided the possibility of

full-fledged software agents. It is not far fetched to foresee a wholly ingrained

in-silico electricity supply chain. The rest of this section presents and comments

the relevant works.
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Peters et al. in [82] developed an autonomous agent for trading in a retail

market. The primarily focus was to evaluate the performance of different feature

selection methods. The setting considered customers with fixed demand but

varying degrees of rationality. They contrasted a manual feature selection against

two unsupervised learning algorithms. The agent’s learning is based in a finite

Markov-Decision-Process (MDP). The authors implemented a SARSA algorithm

to determine the best state to action map of the MDP. To analyze the performance

of the agent they considered the fixed-rate tariff and traditional consumers.

The work of Radhakrishnan and Srinivasan [84] study the problem of efficiently

allocating power from different sources. Every component of the system (e.g. loads,

wind turbines, system operators, etc) is regarded as an agent. A fuzzy logic module

takes care of the decision making of the storage device. The resulting usage is

communicated to an optimizer agent whose task is to determine the minimum cost

scheduling of conventional generators. The optimizer agent is an implementation

of the Particle Swarm Optimization (PSO) algorithm. The objective function is

the operating cost for each conventional unit; it is expressed as a convex function.

The price of electricity is taken as a single 24 hours snapshot of the spot price.

We overcome the scalability drawback of many agents with the MAL, a unique

agent that reasons on different instances of itself.

Pinto et al. propose a solution to energy bidders in the wholesale market

[83]. More succinctly, the paper analyses the problem of price forecasting in the

Iberian energy markets. The price predictions are then passed to the Particle

Swarm Optimization algorithm to determine the best allocation of resources in a

federated portfolio. A feedforward neural network with one hidden layer and single

node output layer is implemented as forecasting engine. The authors recommend

the need to explore other topologies of neural networks that could improve the

prediction performance. I address this issue with a vertically stacked sequential

network of LSTM cells [64].
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Similar to the previous work, Liu et al. [58] propose to predict market prices

with a vanilla ANN. In addition to electricity prices, they also forecast wind

power with a second ANN. The system modeled is a WPP with an energy storage

system. The goal is to optimize the energy trading of the system with the grid.

The authors use the locational marginal price (LMP) from the ERCOT1 power

exchange to train and validate the ANN. The proposed method is tested on two

typical summer days. One day presents LMP spikes whereas the second case study

is mostly smooth without LMP sudden escalations.

Quite often, in the field of agent modeling, a tacit requirement is to account

for environments or states that are unknown a priori. With techniques such as

Reinforcement Learning (RL) it is possible to make a map of the environment

dynamically. In [95] and[111], the authors present an optimal control of a battery

system such that the electricity consumption cost is minimized. The work exploits

a cost free solar energy resource; the challenge is to manage the flows of energy

from the grid to the battery. The charge/discharge control of the battery is

optimized with a two step Q-Learning algorithm. In the first step an estimation

of the control function is obtained. The result is plugged in the second step to

update the value function. This procedure is possible because of the periodicity

assumption. The authors consider that the electricity prices, solar generation and

demand have a period of 24 hours. Although this might be arguable for the latter

two variables, the prices of electricity are seldom periodic. In this thesis that

assumption is relaxed [64].

Chowdhury et al. divide the energy supply problem in two subproblems [20].

Firstly, predicting clearing prices and secondly tariff offering. In the wholesale

market, a reduced-error pruning tree empirically outperformed both an artificial

neural network and a linear regression classification model. For the latter sub-

problem, they followed a similar approach as [82]. The authors use Q-learning to
1Electric Reliability Council of Texas
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determine the best policy in the finite MDP model. However, they considered a

coarser action space in contrast to [82]; action space of the former is of rank three

whereas the latter spans a further two. Similarly, the design does not includes

renewable energy trading.

A more complex tariff structure is used in [24]. The tariff policy is based on

the daily average consumption patterns. A fixed price is initially defined. This is

followed by a linear weighted distribution of several trading blocks during the day.

The results are Time-of Use (TOU) tariffs, this means that the price per kWh

depends on the specific time of the day. Nevertheless, the authors do not consider

the weekly consumption profiles, i.e., to distinguish from weekdays and weekends.

The wholesale strategy is based on bidding according to a linear regression of

previous clearing prices.

A problem to be address by smart cities is the need for peak capacity. The daily

consumption pattern is characterized by peaks amongst valleys. This phenomenon

gives rise to the need of ancillary markets. Basically generators bid spinning

capacity that is prompt to meet the peak load. Demand side management can

overcome this excess cost by offering TOU instead of only fixed-rate tariffs. In

[104], the TOU tariff offering in retail markets is stated as an MDP problem. The

authors proposed a lookahead policy optimization algorithm to solve the MDP.

The MDP with lookahead policy implemented by Urieli et al. is detailed in

[105]. The two components of the wholesale strategy are the: Cost predictor and

Bidding strategy. Forecasting of clearing prices is based on linear regression of

bootstrap data. Moreover, the trained model is updated in real-time using the

past 24 hours prediction errors. To hedge uncertainty, the bidding strategy is a

combination of truthful and strategic bidding. The former is based on submitting

bids with a limit price equal to the brokers imbalance fee. Whereas, the latter

relies on the fact that bidding slightly higher than the clearing price is more likely

to clear. Thus, the broker submits a set of 25 bids, one according to the truthful
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method and 24 strategic bids in an increasing ladder approach. However, the agent

is not implemented to account for and procure energy from renewable sources.

In [108], Wang et al. trade in the wholesale market with a modified version of

Tesauros’s bidding algorithm (similar to [103]). The tariffs offered in the retail

market follow the SARSA scheme as in [82]. They innovate the tariff offering by

clustering costumers. Instead of considering all possible energy consumers as a

single group they identify clusters and offer tailor-made tariffs. The clustering

is based on the costumers’ consumption patterns. The consumption patterns

are extracted through a two-layered clustering algorithm. On the first layer, the

variance of consumption is calculated as the variance of electricity usage during

hour k for different days. The second layer takes the clusters from the first layer

and segregates the consumers with respect to their usage gradient. Usage gradient

is defined as the average energy consumption over different days for hour k. The

intuition is that consumers have different levels of energy predictability according

to the stability reflected on their consumption patterns [118].

Ozdemir and Unland [76] exploit the autocorrelation of market clearing prices

with a reinforcement predictor. They find that a short-sighted (α = 0.8) imple-

mentation has the smallest error. In their findings they comment on several key

aspect to improve the accuracy of the predictions. The most relevant is to consider

weather as an input variable. In addition to considering the weather forecast, the

spot price prediction in this thesis capitalize on the authors findings. Rather than

only considering recent past events the prediction model implements a neuron

architecture with correlations of different time scales.

In [126] the authors use agents to study the demand response of a competitive

system formed by commercial buildings, power generators, load serving entities

and an independent system operator. The input data is based on past events

whereas the neural-like network of the LSTM cells I use in the DS2S creates
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temporal dependencies of different timescales keeping track of short and long-term

price drift trends.

The work [109] studies the selling and buying of energy to and from the

smart grid. The authors consider the case of a smart building with generation

and storage capacity. The agent’s main features are the adaptive capability to

mimic the counterpart’s behavior and a model for eagerness of both parties. The

adaptability is based on maximizing the benefits of reaching an agreement within a

pre-defined time frame. In this context, eagerness is understood as the willingness

to concede and reach an agreement. The solution to the maximization problem is

done with the Particle Swarm Optimization algorithm. The analysis considers a

predominantly deterministic and linear scenario. In this thesis I present a deep

sequence-to-sequence neural network to account for the non-linearities of the

market (the other party).



Chapter 3

Research Summary

This chapter presents the synopsis of the research findings. The content is divided

in two sections. First, Section 3.1 presents the conclusions of the work. Followed by

section 3.2 which comments on possible paths and future work that can extend the

research presented in this thesis. The first part is a summary of the main findings.

It contains an intuitive description. I have duplicated from the appendices some

formulae, plots and algorithms that are relevant to help the text however the

details can be found in the Appendices A-E. Appendix F is devoted entirely to

technical details of the algorithms used in the previous appendices.

3.1 Conclusions

The main results of the work are stated as answers to the research questions

presented in section 1.2.2.

P1-RQ1 Gaming equilibrium What is the energy portfolio of LSE compa-

nies procuring electricity from long-term contracts with conventional and wind

power producers?

Conclusion: Competing companies servicing electricity consumers face the

conundrum of securing the customers’ demand at the lowest procurement cost. On
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the one hand there is cheap electricity from renewable sources however unreliable.

On the other hand fossil-fuel electricity is reliable although more expensive. I for-

mulated a game model for the procurement trade-off: G = {N , {Si}i∈N , {ui}i∈N}.

The stakeholders are utility companies, conventional power generation, wind

energy and the wholesale market. The pure strategies {Si}i∈N available to each

company comprise a low and high risk contract: LR and HR respectively. (3.1)

models the cost of procuring energy from two types of power wholesalers: a

fossil-fueled power plant (CG) and a wind farm (WPP). And balancing power

mismatches at spot market prices (PSM). PCG, PW represents the contract price

with the conventional and wind power producers respectively. Each utility i is

committed to serve its clients energy demand Di. wi is the power sourced from

the WPP. The CG is consider a low risk source because of the possibility of

dispatching at command hence it is termed the LR strategy. On the other hand

the uncertainty inherent to wind power makes the WPP a riskier source hence

this is the high risk (HR) strategy. The solution of the game is a hedged mix of

both types of energy sources and the wholesale market [61].

ui(si, s−i) =





−DiPCG if si = LR

−∑
t

(Di − wt
i)p

t − wt
iPw if si = HR,

(3.1)

(3.2) is the payoff matrix of G. U1 and U2 are the column and row player

respectively. Each matrix element-pair mi
jk, i ∈ N of (3.2) represents the costs of

both UCs according to the strategies chosen. This is the cost to be paid by the

UC depending on the strategy selected and the other UC’s strategy. For example



3.1 Conclusions 48

m2
2,1 is the cost incurred by U2 when U2 plays HR and U1 plays LR.

U1

U2




LR HR

LR m1
1,1, m2

1,1 m1
1,2, m2

1,2

HR m1
2,1, m2

2,1 m1
2,2, m2

2,2




(3.2)

where

m1
1,1 = −DU1PCG, m2

1,1 = −DU2PCG,

m1
1,2 = −(DU1 − E[w])E[PSM]− E[w]Pw, m2

1,2 = −DU2PCG,

m1
2,1 = −DU1PCG, m2

2,1 = −(DU2 − E[w])E[PSM]− E[w]Pw,

m1
2,2 = −

(
DU1 − E[w]

n

)
E[PSM]− E[w]

n
Pw, m2

2,2 = −
(
DU2 − E[w]

n

)
E[PSM]− E[w]

n
Pw.

Utilities need to determine the share of power to procure from the conventional

and the renewable sources σLR and σHR respectively. The power allocation to

either source can be expressed as the Nash equilibrium for mixed strategies:

p∗
i = [1 − σ∗HR

i , σ∗HR
i ]; where p∗

i is the probability distribution over the pure

strategies and
∑

p∗
i = 1.

The market setting is composed of two utilities -the next RQ addresses the

problem of higher competition and heterogeneous demand. The analysis considers

two cases. First, elastic energy prices. In the second scenario the price of electricity

increases with demand. In the latter, the upper-right and lower-left elements of

matrix (3.2) are modified to introduce price changes as a function of the number

of buyers:

m1
1,1 = −D1P

+
CG, m2

1,1 = −D2P
+
CG,

m1
2,2 = −

(
D1 − E[w]

n

)
E[PSM]− E[w]

n
P+
w , m2

2,2 = −
(
D2 − E[w]

n

)
E[PSM]− E[w]

n
P+
w .
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Equation (3.3) is the portfolio for the case of price elasticity of energy. It

is expressed in terms of the competitor’s market share, conventional (PCG) and

renewable contract (Pw) prices, nameplate capacity of the wind farm (E[w]) and

expected market price (E[PSM]).

σ∗HR
i = 2

[
1− D−i(E[PSM]− PCG)

E[w](E[PSM]− Pw)

]
. (3.3)

A higher competitive market could decrease the price elasticity of electricity.

The aim here is to obtain the power allocation when price increases as demand

grows. The analysis takes into consideration changes on the contract shares

and not on the price functional. I use a parametric form in the payoff matrix

to abstract the price dependency on demand. Eq. (3.4) is the best response

portfolio for the scenario of inelastic LT contracts. P+
CG and P+

w represent the

higher contract prices for conventional and wind power, respectively. A corollary

of the previous result is a price window for the wind contract (3.5). For a given

market there is a lower and upper bound. The LSE can avail of this price window

for contract negotiations with the power producer. For this to hold, the utility’s

demand must be bigger than the expected wind power generation.

σ∗HR
i =

D−i(P
+
CG − E[PSM]) + E[w](E[PSM]− Pw)

D−i(P
+
CG − PCG) + E[w](E[PSM]

n
+ P+

w

n
− Pw)

. (3.4)
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κPCG − E[PSM] ≤Pw ≤ βPCG − (β − 1)E[PSM], (3.5)

κ ≜ 2β

2β − 1
,

β ≜ D

E[w]
> 1.

In current decentralized power generation the TSO uses Merit-order to dispatch

power plants. This means that power producers submit power bids (quantity and

price) to the TSO. The bids are sorted in terms of price in increasing order until

the total network demand is fulfill. Figure 3.1 shows σ∗HR for different Pw and

PCG. The renewable component of the portfolio is asymptotic as 1) Pw approaches

E[PSM] and 2) when PCG equals E[PSM]. The integration of wind power increases

with lower energy prices than the spot price and as the conventional energy price

increases. In Figure 3.1b shows the opposite for contract prices higher than the

SM price. To explain this phenomenon we need to recall the assumption that on

average SM prices are higher than those of a price taker renewable source and

correlated to conventional power (because of the Merit-order dispatch) the latter

sets the marginal price of electricity.

P1-RQ2 Heterogeneity How to find the equilibrium portfolio for multiple

LSEs with heterogeneous demand?

Conclusion: The complexity of the system of equations increases as more

competing utilities participate in the market. For a 2-players game an analytical

solution can be derived. Whereas as the number of players increases so does the

degree of the system. In addition to the non-linearities the equations are coupled.

We developed a tailor-made program (RGAn) to determine an approximate of the

Nash equilibrium and hence the energy portfolios of the utility companies [60].
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Fig. 3.1 Long-term contracting policy σ∗HR
i for different conventional and wind

energy prices with given parameters: PSM = 26 cents/KWh, D = 30 MW and
E[w] = 15 MW.
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The program is a recursive implementation of the Genetic Algorithm. The

rejection method of the GA routine is enhanced with a criteria similar to the

cooling of the Simulated Annealing algorithm. We benchmarked the performance

of the portfolio solver with an implementation of the standard GA (SGA).

The RGAn pseudo code can be seen in Algorithm 3.1; Appendix F presents the

details of the implementation. Four major novelties make the RGAn outperform

the SGA. First, the BinaryTable. Secondly, the ObjFunEval. Thirdly,

based on the Simulated Annealing algorithm, the RGAn accepts, with a control

parameter, sub optimal genes in the chromosome pool. Lastly, the memory

handling of the vectors population and fitvector.

BinaryTable, is a hash map. It indexes the number of players for every

evaluation of the objective function hence making a for loop unnecessary. It is a

quick way of knowing the total number of players choosing the same pure strategy

and hence the price of the LT contract. It does this by indexing the combination

of players willing to sign a contract with the LR or with the HR power source.

ObjFunEval is the scheme used to evaluate the objective function. The tree

is traversed recursively in a depth-first search manner, backtracking just one

level before moving into unvisited nodes. This method reduces the computations

in polynomial order. In the RGAn, the n-dimensional structure of game G is

transformed into a 1-D structure. From the computational viewpoint, handling

arrays instead of higher dimensions structures (e.g., cubes) is faster; although less

human readable and more cumbersome to code. The acceptance probability, of

non optimal offspring, is proportional to the exponential of the difference, ∆, of

current objective function and the worst of the pool. The parameter T (Algorithm

3.1, line 40) controls the intensity ratio.

The equilibrium point is a distribution over the pure strategy set that in

expectation has the same level of risk as a portfolio comprising of only the low risk

strategy. The RGAn minimizes the risk deviation from the diversified portfolio
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with respect to low risk but costlier portfolio. Thus the objective function of

the RGAn solver is to minimize the absolute value of the difference, for each

load serving entity, between 1) the expected utility for choosing the low risk pure

strategy and 2) the expected utility of choosing the high risk pure strategy; given

all other players chosen strategies in both scenarios. For a player i ∈ N the

expected utility of choosing the strategy LR is 1) the cost of procuring energy from

the CG source multiplied by the weight it has in the portfolio taking into account

other players also selecting this strategy plus 2) the cost of procuring energy also

from the CG but multiplied by the corresponding weight in the portfolio taking

into account the cardinality of the subset of N that selected the HR strategy. Then

the expected utility of selecting the other pure strategy (i.e., HR) is calculated

similarly as in the previous case however in this scenario the cost incurred by the

LSE corresponds to procuring energy from the WPP; like before the proportions

that constitute the portfolio are influenced by the decisions of the other players in

N . When this two expectation coincide the resulting mix is then the equilibrium

diversified energy portfolio.

The testbed considers 10 utilities with heterogeneous demand. The results

show improvement both on speed and quality of solution. The average of the

Modes on both algorithms is used as pivot point to contrast the quality of the

solutions. The distribution of the RGAn are less right heavy than the SGA. This

is a desirable result since the left side solutions are closer to convergence. As a

result, the RGAn left side is 14% heavier than the left side of the SGA.

Figure 3.2, shows histograms of 100 runs. It can be seen, on average a 1.5%

improvement, although the probability mass, P (Min O.F. < 342), of the RGAn is

40% higher than with the SGA. The rightmost plot shows the effect of enriching

the population. The time spent in suboptimal solutions is shorter hence this is a

mechanism for faster escaping of plateaus that translates as a more comprehensive

exploring of the domain space within the same timespan.
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Algorithm 3.1 Recursive Genetic Annealing Algorithm
1: define PBC2(·)← periodic boundary conditions
2: procedure Initialize
3: Struct par← input params {T, stop, · · · }
4: population← vector of length twice players
5: population← U(0, 1)
6: fitvector← fitness eval population
7: goto BinaryTable(par)
8: end procedure
9: procedure BinaryTable(par)

10: binarytable← vector of length pow(2, players)
11: end procedure
12: function Selection(par)
13: population← sort
14: parentA← fittest population
15: parentB← random population
16: worst← less fittest population
17: offspring← crossover parentA, parentB
18: offspring← mutation offspring
19: goto ObjFunEval(par, offspring, binarytable)
20: end function
21: function ObjFunEval(par, offspring, binarytable)
22: leaf← tree pointer
23: n← backtracking counter
24: esc← tree pointer
25: dpl← twice number of players
26: for i← 0, 2 do
27: n← PBC2(n+1,dpl)
28: esc← esc+1
29: ObjFunEval(par, offspring, binarytable)
30: leaf← 1
31: n← n-1
32: esc← esc-1
33: end for
34: goto UpdatePopulation(par, offspring)
35: end function
36: function UpdatePopulation(par, offspringeval)
37: ∆← offspringeval-fitvector[worst]
38: if offspringeval < fitvector[worst] then
39: worst← offspring
40: else if U(0, 1) < exp(−∆)/T then
41: worst← offspring
42: end if
43: while !stop do
44: goto Selection
45: end while
46: Return population
47: end function
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Fig. 3.2 (a), (b) Statistics of 100 runs of 1x106 generations each. (c) RGAn
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P1-RQ3 Risk assessment How to generalize a methodology to determine

the risk on hedged portfolios for different wind and market characteristics?

Conclusion: This part of the research proposes the Stochastic Procurement

model (SPM). A theoretical framework, beyond sufficient statistics, to evaluate the

risk incurred in the energy portfolios. The methodology is divided in three parts:

1) A martingale model of the spot electricity price that comprises a Compound

Poisson process; 2) A transformation to a given probability density function of a

multiplicative Brownian motion process to model the wind speed dynamics; and

3) The metrics to estimate the risk of the energy portfolios.

Electricity can be thought of as a commodity however unlike other commodities

like sugar, bulk electricity is hard to store for long periods of time. This fact

makes wholesale prices experience sudden jumps and a mean reversion process.

Thus the two distinct characteristics of the spot price are sudden short-lived price

escalations and secondly mean-reversion. In the method, the first component

incorporates these properties through a Lévy and Ornstein–Uhlenbeck processes

respectively (3.6).
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Φ(t) = e−γtΦ(0) + γµsm

∫ t

0

e−γ(t−s)ds+

+ σsm

∫ t

0

e−γ(t−s)dB(s) +

N(t+1)∑

j=N(t)+1

log(Yj). (3.6)

The second term in (3.6) models the mean reversion part. µsm is the local

process trend. And γ is the rate towards the trend. The term
∑N(t+1)

j=N(t)+1 log(Yj)

represents the Compound Poisson process where The Y ’s are i.i.d. random

variables that represent the magnitude of the jump. I use the martingale version

of the Poisson process to remove trends in the price jumps, that is, to avoid

predictability of the occurrence of the energy price escalation.

For the second part, the wind speed trajectories are modeled with a multiplica-

tive Brownian SDE. I implemented Zárate-minano and Milano’s method [123] to

(3.7) with the Raleigh pdf. What the method does is to adapt the functions µw(·)

and σw(·) to the pdf. The aim is to include, in a general manner, the distribution

and autocorrelation of wind speed statistics of any possible wind farm site. The

first step is to transform the drift to the pdf. Then Zárate’s method solves for

the diffusion parts using the Fokker-Planck equation (partial differential equation

that describes the time evolution of the probability density function).

dv(t) = µw(v(t), t)dt+ σw(v(t), t)dB(t) (3.7)

As an example, for the Rayleigh distribution: f(v) = 2v
γ2 exp[− (v/γ)2] with au-

tocorrelation decay rate α, the drift and diffusion are (3.8) and (3.9), respectively.
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µw(v(t)) = −α
(
v(t)− γ

√
π

2

)
, (3.8)

σw(v(t)) =

√
αγ2

v(t)

[
2v(t) + γ

√
2π

(
e

v2(t)

2γ2 erfc

(
v(t)

γ
√
2

)
− 1

)]
. (3.9)

Here we assume the Option type of contract. An Option gives the holder the

possibility of fully or partially utilizing the reserved amount of energy. However

this flexibility comes at price which is the fixed cost. The other price of the contract

is the variable or execution cost. The holder pays a unit rate on the amount of

energy executed from the contract with the power producer. Using (3.6) and (3.7)

the cost of procuring electricity CEP is expressed as (3.1). The components are

1. ξ the minimum, at delivery time t, of dw and w(v), i.e., electricity contracted

and available, respectively, bought at pw, the WPP selling price; 2. execution and

reservation costs, g and s respectively and the share dc of electricity allocated to a

CG; 3. x, the energy bought from the spot market at price psm; lastly, 4. depending

on the wind power generation ζ, the LSE is subject to a penalty P for under

fulfillment of the committed total demand D.

CEP(t) = ξpw + dcg + s(dc) + x(t)psm(t) + Pζpsm(t) (3.10)

where

D = dw + dc + x(t)

ξ = min[dw, w(v(t))]
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ζ =





0 if w(v(t− 1)) < dw

max[D − w(v(t))− dc, 0] if w(v(t− 1)) > dw

x(t) =





0 if psm(t− 1) > s(dc) + g

D − dw if psm(t− 1) < s(dc) + g

dw if w(v(t− 1)) < dw.

The LSE trading process is subject to the period before the next delivery

time. This means that next period’s executed conventional energy and real-time

procurement have to be notified prior to dispatch time. This is motivated by

the martingale property of market prices. Figure 3.2 shows the decision-making

algorithm.

The stochasticity of the of price and wind dynamics could adversely impact

the creation of profit. Thus, the portfolio is assessed with two risk metrics: CVaR

and Excess Cost. CVaR evaluates the average tail events, in particular extreme

events with a negative impact. Excess Cost evaluates the likelihood of a given

portfolio incurring in high cost procurement.

The SPM is general in the sense that it provides a portfolio irrespective of

the policy towards risk, and can be tuned to a market and wind site particular

characteristics. This is translated as convergence to an optimal portfolio. To

analyze the SPM I discretized eqs. (3.6) and (3.7) and implemented a Monte

Carlo program. The experimental setup consisted of D = 2 MWh of total demand

and contract prices pw = 18$ and g = 24$ per MWh for wind and conventional

power respectively.

Fig. 3.4 shows the expected cost of energy procurement E[CEP(t)] for different

electricity portfolios and distinct decay rates, α. The solid line represents a

portfolio composed of solely conventional power. This divides the plot in two

regions: diversified portfolios that are cheaper or costlier than one invested solely
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New allocation

Next dispatch period = ti

LT with CG?

Get psm(ti−1) and w(ti−1)

psm(ti−1) > s+ g?

CEP(ti) += dcg + s(c)

w(ti−1) > dw?

w(ti) < dw

CEP(ti) += P×
×[D − w(v)−
−dc, 0]+×
×psm(ti)

CEP(ti) += dcpsm(ti) + s(c)

CEP(ti) += dwpsm(ti)

CEP(ti) += dwpw

ti+1

LT with WPP?

(Not enough expected wind)
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current

decision
process)
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1

Algorithm 3.2 Procurement algorithm. The energy portfolio is composed of
real time trading in the exchange market and two bilateral contracts with a
conventional and a renewable source.
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P2-RQ1 Fast signaling Can a deep artificial intelligence model provide

accurate signals for short-term procurement?

Conclusion: This question opens the second part of our research. The former

RQs dealt with the long-term aspect of energy contracting. This last part is

concern with the almost just-in-time condition of energy trading. The answer to

this question is a solution to wholesale prices prediction.

The spot market is the preferred mechanism to balance supply and demand

mismatches; the other option is paying hefty balancing fees. However it is prone to

high volatility. To minimize trading cost by avoiding penalty fees decision-makers

need fast and reliable price signals. Thus to predict the electricity price on the

spot market I implemented a sequential network of long- short-term memory

(LSTM) neurons. The gating architecture of the LSTM units provide persistence

to the predicting model.

Other approaches, that lack the persistence mechanism, such as traditional

neural networks or Markov models have unsatisfactory predictive performance.

The feature is of special relevance for energy markets because of the sudden jumps

and the reversion to trend that characterizes electricity spot prices.

The predictions are done with a deep sequence-to-sequence neural network of

LSTMs (DS2S) [64]. Figure 3.7 presents the topology of the DS2S. It consists

of serialized vertically stacked LSTM cells. The input sequence is the set of

explanatory variables (e.g. demand forecast, previous cleared prices, power

exchange with other regions, etc.). The output sequence contains the predicted

prices for the next trading slots. The DS2S was tried on the NoordPool. The

prediction capabilities were contrasted with a vanilla artificial neural network

and a markovian-based prediction model. The predictive accuracy of the model

successfully decreases the trading cost of a power trader over the other methods.

Figure 3.6 contrasts the performance of the DS2S with three different ap-

proaches. First, the yellow line represents the perfect information case, i.e.
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assuming complete knowledge of future conditions. Second, the red line is the

result of markovian trading; it regards the current price to be independent of the

past given the last event. Lastly, a vanilla feed-forward network (VNN).

Figure 3.8 shows the statistical contrast of the total energy trading (TET)

cost with and without clustering, c = 1 and c = 0, respectively and a vanilla

artificial neural network (VNN). The first and third quartiles and the minimum

and maximum values of the agent c=1 result in better performance than its

counterparts. The variance of the DS2S is on average 28% lower than the agent

with the VNN. Lastly the DS2S features a lower tendency to extreme outliers this

is assayed through the kurtosis of the hourly costs. The kurtosis is 2.2 which is

characteristic of a platykurtic distribution, that is, fewer extreme outliers.

P2-RQ2 Agent trading and management How to automate the trading

with the spot market and internal management of a hybrid power plant?

Conclusion: The integration of renewable sources of energy has been possible

largely because of state support on private investment. Subsidies are the most

common form of support. The support schemes directly translate into onerous

levies on the consumer. The solution to this RQ paves the way for the integration

of renewable source in subsides-free markets.

To reduce the dependency upon support renewable generators need accurate

price signals and fast decision-making to compensate for the lack of dispatchability.

To achieve this we designed the Meta Agent Learner (MAL) [64], an agent that

incorporates data analysis, price prediction and resource management. The

architecture of the agent is a tiered structure that comprises data analytics (DA),

a novel AI model (DS2S) and reinforcement learning. Why Meta? the MAL is

composed of different phases that we consider as agents themselves. Thus the state

and action of the decision-making agent of the MAL is influenced by the beliefs

of the other intra-agents. Those beliefs are, e.g., the wholesale price predictions
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Fig. 3.6a Comparison of the TET cost of the HWPP. Each plot shows the total
cost for Perfect Information (PI), a Markovian trader (MK), the MAL and average
(Mc=x

avg ), and the VNN and average (VNNc=1
avg ). We also contrast the Analytics

phase by switching it off and on, i.e., x ∈ {0, 1} respectively.

aThe two topmost graphs share the x axis scale of the lowest graph.



3.1 Conclusions 64

Fig. 3.7 Architecture of the DS2S.
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Fig. 3.8 Comparison of the DS2S and a vanilla ANN. Quartiles and mean of the
TET cost with and without the Analytics phase, c ∈ {1, 0} respectively for the
DS2S.
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made by the DS2S phase. Which in turn is influenced by another instance of the

self: the Analytics phase.

The task of the data analysis part is to retrieve knowledge from the raw

streams of market data. This is then conveyed to the DS2S, as presented in the

previous RQ, the purpose is to predict future energy prices. The third phase of

the MAL is the management of the power plant. This latter instance implements

multi-policy Q-learning, it reasons upon the data analysis and price predictions

for the decision-making concerning the trade of energy.

The MAL is validated with a price-taker hybrid wind farm (HWPP). The

testbed comprises real market data from NordPool. Moreover, the wind generation

and electricity demand correspond to percentages of factual data of the eastern

Denmark (DK2). The performance of the MAL was contrasted with three traders:

1) An agent with access to future market data; 2) A markovian-based algorithm;

and 3) An agent with a vanilla neural network. Furthermore, the performance of

the MAL is presented when disregarding the data analytics instance.

The learning phase of the agent is the foundational Q-learning algorithm

(QL) (3.11). In this research QL is compared with a more novel implementation

of reinforcement learning: Dueling Double Network for Deep Q Learning with

Prioritized Experience Replay (DDDQN). In [110] the authors benchmark the

performance of DDDQN against other learning algorithms with a myriad of

console games. The innovations of DDDQN proved advantageous in most of

the reference games. The two novelties of this architecture are, firstly, a double

network to estimate the value of the state and the advantage of the action,

respectively. Secondly, the sampling process of the agent’s memory weighs more

SARSA memories that have more value to the agent and thus are replayed more

often during training.
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Fig. 3.9 DK2 hourly electricity spot prices from 2015 to 2017. Fig. (a) energy
spot price. Fig (b) K-means clusters. 5 clusters are used: Low-low (LL), Low
(LO), Mid (MI), High (HI) and High-high (HH).

Q(st, at)← (1− α)Q(st, at) + α[Rt + γmin
a

Q(st+1, a)] (3.11)

The backbone of the DA is an unsupervised clustering algorithm with an

homotopic transformation of the temporal dimension. The added value of DA

is manifested in both the demand and price data. Figure 3.6 shows the benefit

of the clustering instance, represented by MALc=1, from the non-clustered data,

MALc=0. Clustering significantly reduces the entropy and skewness. Figure 3.9

shows the raw electricity prices. The entropy and skewness prior to DA is 8.19

and 1.9 respectively. After processing the streams of data the resulting values are

1.5 and 0.3, respectively.

For the electricity prices the entropy decreased 82% and the skewness 84%.

The overall trading cost of the HWPP is lower whit the MAL. The average
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monthly trading cost of July is 3% lower than without the DA and 2.4% than the

markovian trader.

I utilized a boolean model so that the system is scalable and robust. Scalability

from the perspective of the control. The Reward function of the Q learning phase

is agnostic to any specifics of the HWPP system. The boolean model is also

robust in that it can make quick decisions constantly in a highly volatile market,

irrespective of the physical condition of the system. The reward function in

(3.11) is expressed as a wait-and-see conjunctive function of the multiple policies

controlled by the agent (3.12). The domains (3.13)-(3.14) of the indicators in

(3.12) are containers of the agent’s objectives.

Rt(s, a) = ptur[St −Dt]− − ptdr[St −Dt]+ − w1ϱ∆
t
Fκ (3.12)

− w2r
t−1
up − w31{rt−1

up − rmax > 0}

− [w41{ȷthm>0} + w5ȷ
t
st]1ξ

− w61{ȷthm>0}1χ
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where

∆t
E = ȷF, twf −DF

t

∆t
F = ∆t

E − ȷtst + ȷthm

ξ = {ϱ < psm(0 : t− 1) ∧∆E < 0 ∧∆E(t : t+ 8) < 0} (3.13)

χ = {¬[psm(t− 1) < ϱ ∧ θ ∧ ϱ > psm(0 : t− 1)] |

[∆E(t) > ∆E(t : t+ 8) ∧ r(t− 1) < rthup] ∧ (3.14)

∆E(t : t+ 8) < 0}

θ =





1 if psm(t) > psm(t− 1)

0 otherwise.
(3.15)

The domain ξ compares ϱ against the average of the market and the surplus or

lack of forecast energy ∆E. χ checks 3 clauses: 1) Price prediction against current

and averages and θ a boolean prediction of sign change of the difference between

the current spot price and the next; 2) Compares the forecast energy difference

with the average energy mismatch ∆E and the state of the pumped storage r and;

3) The expected energy imbalance. wi are positive constants. ∆E(t : t+ 8) is an 8

hours rolling window of the average forecast of supply and demand differences.

In this setting the DDDQN did not provide the agent with a better performance.

Despite the overhead and resource intensive computations the learning speed and

test results perform worse than (3.11). In particular we find that the monthly

trading cost of the HWPP is at best comparable to the results of the (3.11).

However, and more importantly, the operation of the pumped storage is not

completely reliable. DDDQN runs dry or overflows 3% and 1% respectively (Fig.

3.10). The novelties that have proven successful in other domain are not necessarily

applicable to a more volatile, state and action rich problem, like the one at hand.

Figure 3.11 contrast both realizations of Q-learning. It can be seen that (3.11)
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Fig. 3.10 Maximum charge and minimum discharge of the pumped storage by the
DDDQN. The shaded area is the safe operational region.

converges faster to a better results than DDDQN. The initial spread is attributable

to the anti-correlation memory sampling of DDDQN. In contrast to problems

where there are actions with little or low significance with respect to the state of

the system (e.g. racing cars in video game), in real-time control of energy flows

this is seldom true. Hence the splitting of the network represents an overhead

rather than a deeper insight to the agent. The simple yet robust reinforcement

learning algorithm is better in managing the high frequency trading.

To summarize, Fig. 3.12 present the overall performance of the agent. The

plots show the hourly costs and control of the HWPP, the wholesale price, demand,

wind power, and hydro usage. The MAL learns a cost-effective charge/discharges

of the hydro plant. It discharges the hydro plant when there is lack of wind power.

The effect of the rolling time exploration (3.13) and (3.14) can be best observed

when the agent holds hydro capacity and instead discharges when the spot price is

disadvantageous. Although not perfect because of error estimates on future prices,

the joint performance of the analytics, prediction and management phases achieves

the best overall result. For example, the shaded areas highlight a discharge of the

hydro plant to cover the lack of wind power. However, based on the predictions,
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Fig. 3.11 Training of the QL and DDDQN.

holds on until a peak price. In addition, as can be seen in the left most shaded

areas, the MAL prevents spillage and wind power curtailment by instead pumping

water to the reservoir when the spot price is low or with surplus wind power.

The robustness of the control phase is tested with random outages of the wind

farm and/or the hydro pumped storage. As a consequence of lack of internal

energy generation, the results show an increase in the overall TPC as expected.

However of more significance is the control of the hydro plant. In Fig. 3.13 we

observe that the outages does not impact the management of the flows by either

dry running or overflowing the reservoirs. In the shaded areas of the figure υ

stands for wind power outage, ζ for a failure of the hydro plant and in λ both

plants are out of service. In the first outage event, both plants are out for a period

of 5 hrs. Followed by the hydro plant for 24 hrs. Lastly, in the third event the

wind plant is out of service for 24 hrs.
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Fig. 3.12 Management of the HWPP for July 2017. The three plots share the
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3.2 Future Research

The work done can be extended to a more atomized and distributed market setting.

The following presents several areas deemed interesting where this research can

be continued.

Procurement from a mixture of wind farms The affordability to produce

electricity is expanding. The methodology used to determine bilateral contracts

can extend to a one-to-many or many-to-many scenario. This presents several

appealing possibilities however challenging. Among those possibilities several

stand out. The production of electricity either for selling purposes or surplus
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energy most likely would be in the low volume regime; in particular the latter. A

many-to-many contract can maximize the utilization of electricity in a profitable

way. The more distributed demand can be leveraged to accommodate the variable

generation and thus counteract the lack of dispatchability of renewables.

This thesis studied bilateral contract for physical delivery. Future research can

apply the gaming strategies for the case of contract as a financial instrument. A

significant obstacle for a true smart grid is the connectivity between nodes. Thus

a financial derivative can serve to guarantee an exchange of a physical quantity

generetared elsewhere in the network. This becomes relevant in a setting that

lacks the physical infrastructure of a fully connected and distributed network of

consumers and producers. In [62] we present a futuristic idea: the wIsHood. It is

an approach to the obstacle and describes the challenges to be addressed.

The payoff matrix in my game formulation can be extended with a mixture

model for the demand distribution; benefiting from diverse demand patterns in

different microgrids. In that way it could be possible to take into consideration

multi-modal densities such that curtailment and more importantly spillage of

variable generation is minimized.

Integration of regional energy exchanges The research path mentioned

before can organically lead the way to creation of regional energy exchanges. In

this scenario it is interesting to study the effects of loosely or negatively correlated

markets. Although there might not be a physical market the collective trade

among small sized communities could increase the heterogeneity of both supply

and demand.

Another possibility is to include trade among traditional power markets on

different continents and hemispheres. The potential benefit of such arrangement

could have significant positive impact on the utilization of renewable sources

and hence on the wholesale price of electricity. For instance, typically wind

power is stronger during the night hours however in that same region the demand
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is typically at it lowest. Nevertheless the parts of the world where daytime is

happening can be served of the wind power generated on the other side.

Besides the obvious physical challenges, there exist problems in the contract

designing to be solved. The long-term prediction of electricity prices could become

tangled. This would mean to include the coupling effects of interdependent markets.

The diffusion coefficient in the jump-diffusion model can become a function of the

other price model. This in turn would require a model to estimate the covariance

dynamics among the coupled systems.

Non parametric probability densities Increased competition at the lowest

level of the energy supply chain can lead to more tangled interactions among

energy traders. To model this complexity, the payoff matrix can be enhanced in

the game representation of the contract allocation. One possible way is to consider

arbitrary non-parametric distributions. The relaxation of the payoff function of

the players can incorporate an adaptation mechanism to changes in the trading

environment. The modeling of heavily tangled trading markets can be approached

with Hierarchical Topic Models. Topics represent distributions over possible states

of the market. Then a given setting is characterized by a distribution over the

topics.

Edge trading This concept includes the exchange of energy at the device level. A

principal problem is the management of the system in real-time. Other challenges

include privacy and scalability. Take for example a residential estate. Within a

household smart devices should organize their use of power in a cost effective way.

Within the estate households should coordinate to make efficient use of energy

without trespassing each others privacy.

The agent developed in this thesis can be augmented to comprise a mechanism

of estimating frequencies. This can then serve a scheduling engine in charge of

switching on/off or tuning the devices. Moreover, in a hierarchical architecture the

aggregated data can be submitted to a higher level agent in charge of managing



3.2 Future Research 75

the overall demand of the estate. The problems to solve by the upper level include

signaling the lower level agents updates in the schedules, safeguard the operation

of power generation and storage and contribute to the stability of the main grid.

Prognosis of low volume DER An aspect that could become a potential draw-

back in the push forward of the smart grid is asset maintenance. In this regard,

further research has to be done to incorporate a prognosis of the operational condi-

tions (e.g. mechanical, structural, electrical) of the distributed power plants. This

is of significant importance for low volume prosumers. To incentivize investment

on renewable infrastructure in the low volume regime it is paramount to provide

the user with a reliability assessment of the e.g. solar panel-battery-inverter

system. The consequences of not addressing this problem, that is using a run-

to-fail strategy, might cause a wave of junk devices. This could have even worse

outcomes if it happens before the return-on-investment timespan. Thus, a data

analysis module for reliability can be integrated in the agent design. The prognosis

should comprise the operational conditions of components like bearings, gearbox,

generator armature’s winding, blades and oil. Besides diagnosis the reliability of

the equipment another problem to address is its overhaul scheduling to minimize

the adverse impact on profit taking into consideration the maintenance cost.
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Abstract—Electricity deregulation and the increase of re-
newable energy penetration are playing an important role in
developed countries. In this work, a study of the decision-
making process of energy traders is presented. We develop a
theoretical solution for the sourcing trade-off, that a utility
company faces when designing its long-term energy allocation
strategy. The market mechanism of long-term contracts, where
power producers and retailers engage, is presented and analyzed
through a game theoretic approach. By introducing the concept of
indistinguishable players and binary games, we construct a non-
cooperative game. Nash equilibrium and Expected Utility theory
are used to determine the optimal strategies for utility companies
to minimize their purchasing costs. We devise an energy portfolio,
for a utility company, to hedge against intermittent electricity
production and secondly an energy price negotiation scheme for
bilateral contracts with intermittent energy producers.

Keywords—Binary games, non-cooperative games, indistin-
guishable players, energy market, long-term contracts.

I. INTRODUCTION

The energy sector reformation is as yet a green field that
has created a wide variety of research opportunities in the
whole electricity supply chain. From generation, transmis-
sion/distribution, to storage and consumption, the openness of
the electricity market and the slow but steady incorporation
of emergent technologies are posing challenges upon gov-
ernments, energy producers, retailers, industry and ultimately
society.

Electricity, compared to until last century’s early days,
nowadays can be commercially converted from a wide variety
of resources. The current trend towards green resources, such
as wind, while being environmentally friendly are highly inter-
mittent. Although weather forecast research provides statisti-
cal and phenomenological models for wind characterization
and site development [1] uncertainty prevails. Intermittent
generation, of renewable sources within the electric grid,
is balanced through curtailment and storage, the former is
typically the outcome of unexpected wind availability and/or
low consumption time periods [2], [3]. Part of the energy
storage research is targeted towards large energy capacities
with low volume storage infrastructure and its impact on
power systems [4]. Besides the effort required for its physical
inclusion in the grid, the so called green resources, given their
intermittent nature and the risk associated, add strain to the

already complex energy exchange markets [5]. Profit creation,
by means of energy trading, needs to incorporate strategies,
at a faster pace, to cope not only with competitive parties but
also with increasing supply side uncertainty, so as to balance
expensive reliable sources with clean, less costlier but variable
energy.

Bilateral contracts, under the presence of intermittent re-
sources, are still a not fully understood mechanism, to the
extent of the quantitative impact that weather variability has
on procurement costs. Palamarchuk [6] and references therein
analyze different aspects of typical medium and long-term
contracts (LT), Scharff and Amelin [5] give a survey of
modern electricity market-design across the European Union.
Morales et al. [7] study the problem of wind energy trading
in day-ahead markets. An approach to the problem of bilateral
contracts by large consumers is studied in [8]; they develop a
linear programming model to minimize the risk associated to
the spot market. The conflict-of-interest problem of portfolio
creation and energy prices schemes in forward markets have
not been determined by means of a game theoretic approach.

This paper provides an answer to the problem of energy
allocation of utility companies (UC), through bilateral con-
tracts, among conventional and renewable power producers.
It also contributes to the pricing negotiation strategies of
UCs venturing in long-term contracts with intermittent energy
generators.

We use Game theory (GT) to analyze the contracting
policies between energy buyers and sellers. The sellers class
is formed by conventional generators (CG) and wind power
producers (WPP). Buyers are utility companies. All parties are
assumed rational, self-interested and profit maximizers. GT’s
framework is used to determine decision-making criteria and
energy price negotiation ranges. We focus on the trade-offs
that utility companies face when allocating their electricity
share among both types of energy sources.

The contributions we present in this paper are three principal
results. Firstly, a methodology for many players games matrix
representation, we then make use of statistical physics to in-
troduce two concepts in GT’s jargon: indistinguishable players
and binary games which are used to derive an equilibrium
search space order reduction.

Secondly, we derive a long-term energy share allocation
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Figure 1. Energy flow between generators and retailers in a deregulated
market. Power producers can sell their electricity via forward contracts or in
the energy exchange market. Likewise, utility companies can procure and sell
their committed electricity share.

criteria between renewable sources and fossil-fuel generators.
In this context, the electricity market is used as a fulcrum.
This result serves utility companies to hedge against the risk
of wind uncertainty by not procuring its entire demand from
an expensive source.

Lastly, we define a price negotiation scheme, based on
known world state-of-affairs, for bilateral contracts between
WPPs and UCs. Along with GT we use Expected Utility
Theory -not to be confused with utility company- to obtain
equilibrium strategies where no participant performs better by
unilaterally deviating from its strategy

The reminder of the paper is organized as follows. In
section II we present the marketplace scenario, energy traders
interactions and our model. Section III states the problem
from a game theoretical approach. The solution to the game
is developed in section IV, we begin by introducing the
concepts of indistinguishable players and binary games and
the implication of them from a general game theoretic point
of view. Then we derive the game’s solutions in pure and
mixed strategies for fixed and demand varying energy prices.
In Section V we analyze the mixed strategy solution found
for homogeneous prices. Based on it we present the energy
allocation portfolio and the wind energy price range for
contract negotiations between a WPP and a UC. Finally, in
section VI we conclude with a general overview of the work
done and the main results obtained.

II. MODEL

An open energy market is built upon private electricity pro-
ducers, utilities and an Independent Service Operator (ISO). In
conjunction, they give rise to the Spot Market (SM). The ISO
has three key responsibilities: 1) maintain safe operation levels
over the transmission and distribution lines; 2) balance real–
time supply and demand differences; 3) determine equilibrium
prices for unit of energy exchanged during each period of the
trading day. Electricity producers span among a few different
kinds of fossil fuels and renewable resources; they can deliver
large volumes of energy which is bought by UCs to serve their
demand commitments.

The interactions among the game players and the ISO is
depicted in Figure 1. The arrows symbolize the direction of
energy flow which might be from a producer to a UC, from

the ISO to the UC and so on. The UC might buy energy from
the power pool in such cases when the real wind energy output
does not match the quantity agreed in the LT. We consider the
electricity distribution lines are operated by the ISO such that
the energy sold by any UC is delivered, to the end customer,
via the ISO.

Given the fluctuating nature of the sector, to stabilize
electricity prices and avoid arbitrage exploitation, open energy
markets favor forward contracts over real-time energy trading.
We construct a model for smart bilateral procuring policies by
UCs. We consider that each UC has a reliable demand forecast
D prior to the trading day and the Long-term contract (LT)
signing. Every period of time during the trading day is t and
i stands for each of the UCs.

The energy demand Di of UCi is sourced from a LT with
a CG and/or a WPP. Typically, forward contracts between
UC and CG are in the form of options. This means that
the energy price is composed of reservation and execution
costs. We represented them by s and g respectively [9]. The
reservation cost, guarantees the UC an amount of energy Q
during the trading day at a specific period of time with the
option, through the execution price, to partially or not make
use of it. The electricity purchased in the SM will depend on
the wind conditions on the trading day and the spot market
price compared to the execution price for the CG.

The procurement policy of a UC can be formulated as Qi =
σiDi, wi = (1− σi)Di and Di = Qi +wi. Where Qi and wi

are the energy contracted with a CG and WPP respectively,
σi ∈ [0, 1] is a probability distribution. It is interpreted as a
measure of the risk-level preference of UCi. The wind energy
price agreed on between a WPP and a UC is Pw; since the
WPP has negligible variable cost we assume Pw < (s + g).
Πt

i is the cost of procurement of a UC. It can be expressed
as:

Πt
i = sQt

i + gqti + ptxti + Pww
t
i (1)

Dt
i = qti + xti + wt

i (2)

xti =

{
Dt

i − (wt
i + qti) if pt > s+ g

Dt
i − wt

i if pt < s+ g.
(3)

Subject to the following assumptions: Wmax <
∑
Di, Qmax >∑

Di, XSM �
∑
Di, Qi ≥

∑
qti . The maximum installed

power output of the wind farm is denoted by Wmax, XSM is
the energy traded in the SM during a trading day and Qmax
is the installed capacity of the CG. The instantaneous output
delivered by the WPP and executed energy from the CG are
wt and qt respectively. The last inequality reflects the fact that
not all the reserved conventional generated energy Qi might
be used by UCi on the trading day.

III. PROBLEM STATEMENT

In this section we analyze the decision-making of two UCs
engaging in the process to sign a bilateral long-term contract
with a WPP or a CG. Each UC can choose a low-risk but
expensive energy source like a conventional producer or seek
a better price deal with a less costlier and uncertain renewable



source. The risk is translated into higher procurement cost of
energy deficits bought at SM prices. We use a Game theoretic
approach to determine the outcomes of the different possible
interactions of the set of actions available to the UCs. The
problem can be studied as a non-cooperative game in normal
form, G = {N , {Si}i∈N , {ui}i∈N } which consist of 1) the
involved parties or players in the set N , with n the number of
elements; 2) the strategies or actions available to each player
si ∈ Si; 3) a measure ui of each player’s gain or loss for any
action taken by the players in N known as utility function. In
game G the set of players N = {U1, U2}, their utility function
consists of the cost of energy procured to fulfill their customers
electricity demand denoted by Di for i ∈ N . The strategy set
is composed of either a low risk or high risk contract denoted
as LR and HR respectively.

ui(si, s−i) =




−DiPCG if si = LR

−∑
t

(Di − wt
i)p

t − wt
iPw if si = HR,

where PCG = s+ g and each player’s ui(·) is a function of its
own strategy si and the actions s−i taken by all other players1.
The amount of power output, from the WPP, available in the
future is uncertain at the time of signing the contract. We
assume the wind speed’s strength at any time follows or can be
approximated by a priori probability distribution function (pdf)
or can be approximated by a known pdf. It has been argued
that wind speed distribution can be approximated through
the Weibull or Rayleigh distribution functions [1], [10]. For
instance, in the latter case f(w) = 2w

c2 e
−(w

c )2 , where c is
the scale parameter. Then the expected value or average wind
power production is E[w] =

∫∞
−∞ wf(w) = c

2π. Although,
the expected power output can be estimated, any unbalance
during the trading day must be compensated with real-time
procurement. This brings another source of uncertainty into
play: SM electricity prices. They are the result of supply and
demand forces and the corresponding energy bidding from
wholesalers and retailers. Although sometimes it may present
a favorable price it is characterized by it high volatility.

In the following, we assume the pdf of the WPP’s out-
put and SM price are common knowledge to all players,
hence the expected values for an arbitrary time period T are∑
pt/T = E[PSM] and

∑
wt/T = E[w]. We also consider the

expected wind energy production is distributed equally among
the members of N thus when n UCs choose the HR strategy
the volume of electricity procured from the WPP is E[w]/n.

The matrix pay-off representation of game G is shown in
(4); the column and row player are U1 and U2 respectively.
Every matrix element-pair mi

jk, i ∈ N of (4) represents the
costs of both UCs according to the strategies chosen.

U1

U2

[ LR HR

LR m1
1,1, m2

1,1 m1
1,2, m2

1,2

HR m1
2,1, m2

2,1 m1
2,2, m2

2,2

]
(4)

1The ‘−i’ notation stands for all elements of a given set other than i.

where

m1
1,1 = −DU1

PCG, m2
1,1 = −DU2

PCG,
m1

1,2 = −(DU1
− E[w])E[PSM]− E[w]Pw, m2

1,2 = −DU2
PCG,

m1
2,1 = −DU1PCG, m2

2,1 = −(DU2 − E[w])E[PSM]− E[w]Pw,

m1
2,2 = −

(
DU1

− E[w]
n

)
E[PSM]− E[w]

n Pw, m2
2,2 = −

(
DU2

− E[w]
n

)
E[PSM]− E[w]

n Pw.

Each player makes its decision independently seeking to
minimize the procurement costs taking into account the pos-
sible actions of the other player. To solve the non-cooperative
game G we find Nash equilibrium (NE) strategies where no
player has an incentive to unilaterally deviate from this state
searching to decrease its overall cost. A vector s∗ is a NE
strategy profile if equation (5) is satisfied [11]:

ui(s
∗
i , s
∗
−i) ≤ ui(si, s∗−i), ∀si ∈ Si, i ∈ N . (5)

To determine the NE strategies we use Expected Utility theory
and John Nash’s 1951 theorem [12] that states that every finite
n-player game has at least one strategic equilibrium solution.
We begin by presenting the concept of mixed strategies. Let
Pm be a set of probabilities for each si such that:

Pm = {p = (p1, . . . , pm) | pj ≥ 0 for j = 1, ...,m and
m∑

1

pj = 1}.

Let mi be the number of pure strategies in si then for player
i ∈ N the vector pi = (pi1, p

i
2, ..., p

i
m) is the probability

distribution over his pure strategy set si. Moreover since there
is no cooperation among UCs the joint probability distribution
is the product of each player’s pi, then under mixed strategies
the expected utility of player i becomes:

E[ui] , vi(p1, . . . ,pn) =

m1∑

j1=1

· · ·
mn∑

jn=1

p1j1 · · · pnjnui(s). (6)

It follows readily from the previous definition of player’s i
expected pay-off (6) that the mixed strategy equivalent of
condition (5) can be defined as:

vi(p
∗
1, . . . ,p

∗
i , . . . ,p

∗
n) ≤ vi(p∗1, . . . ,pi, . . . ,p

∗
n) (7)

where p∗i is player’s i best response, mixed strategy Nash
equilibrium solution to the other players’ mixed strategy
profiles. If condition (7) holds there is no motivation for
player i to seek lower procurement cost by deviating from
its equilibrium strategy.

IV. GAME SOLUTION

In this section we use the mathematical results of GT, briefly
described previously, to determine the equilibrium strategies
for two utility companies. The set of possible actions to each
UC is formed by a reliable low-risk contract with a CG or a
less expensive and uncertain contract with a WPP. We consider
the WPP as a price taker, the most common case in current
energy markets [13]. This is partly a consequence of current
renewable generation installed capacities compared to coal or
gas-fired generator plants. If both UCs source energy from the
WPP we assume that its output will be distributed equally.

In the next subsection, we present the equilibrium solutions
for homogeneous followed by the general case of heteroge-
neous energy prices, in pure and mixed strategies. The intuition



behind a mixed strategy solution is that of energy portfolios
diversification; which we discuss in next section.

Before going further, we present a method to decrease
the search space and hence the computational time to find
equilibrium strategies under certain circumstances.

Any two person game can be depicted by a 2D structure
as we did in matrix (4) as more players are incorporated
the dimensionality increases proportionally such that a three
person game would be a 3D matrix or cube, a four person
game can be understood as a collection of 3D structures within
a 1D structure, i.e., a vector of cubes, in the case of 5 players
we will have a matrix of cubes followed by a cube of cubes
and so on and so forth.

Equilibrium search is a computational resource intensive
process. In particular, if the game consists of two possible
pure strategies, any configuration in the n−dimensional space
can be represented by a binary number, then the total number
of strategy profiles and hence the exploration space for an
equilibrium search algorithm is 2n, where n is the number of
elements in the set of players N .

Theorem 1 (Pure strategy equilibrium search space in a
binary non-cooperative game with indistinguishable players):
For any non-cooperative binary game with n indistinguishable
players the configuration space for equilibrium search in pure
strategies is O(n).

Proof: Indistinguishable players are competing, self-
interested and profit maximizers, just as any other player.
Nonetheless, they are different from other classes in that they
share a similar internal structure among the members, e.g.,
pay-off matrix, such that any element of N is interchangeable.
We define a binary non-cooperative game as the interaction
between non-communicating players with two possible strate-
gies each. We define Ω as the set of all possible strategy
permutations. In a binary game the number of elements in
Ω is 2n. Now, let us define

ωk =
{
s1, . . . , sn

∣∣∣
n∑

i

si = B
}
⊆ Ω,

where B = {x ∈ Z | 0 ≤ x ≤ n} because of the binary nature
of the game and k is the number of players whose strategy
is the same. The elements of ωk are those profiles in which
the mix of strategies chosen is held constant. The number of
different ωk, with their elements adding the same amount, is
the number of possible combinations, i.e., nCk = n!

k!(n−k)!
and

∑
k nCk = 2n, which is the upper bound. Now, for

indistinguishable players their utilities within a k−group are
just ordered differently, for equilibrium search the order is non-
relevant whereas only the magnitude of the utility function is
of interest. Hence, this search method only seeks and compares
at the k−layer and k = [0, . . . , n], so that the search space for
a given algorithm is O(n).

A. Homogeneous Energy Prices

In this section, we derive equilibrium solutions for fixed
contracting electricity prices. That is, the price per unit of

electricity, from both the CG and the WPP, remains constant
independently of the number of utilities willing to sign a LT
with any of them. This scenario is expected whenever the WPP
is considered to be a price taker, the current situation in present
energy markets. On the other hand, the CG might keep its price
fixed, independently of the demand, in order to be attractive
to potential buyers in a highly competitive market.

1) Nash Equilibrium in Pure Strategies: In game G, the
utilities’ procurement costs come from three different sources:
CG, WPP and the SM. Given the nature of the three energy
wholesalers, the unique Nash equilibrium in pure strategies is
the [HR,HR] strategy profile: both UCs should procure energy
from the WPP and the intraday unbalances from the spot
market.

There is a maximum number x, of utility companies procur-
ing from the WPP, that would make indifferent the next UC
from signing a long-term contract with a CG or a renewable
energy generator. In this general case, the indifference point is
determined by equating the pay-off of each strategy in game
G:

−DPCG = −(D − E[w]

x
)E[PSM]− E[w]

x
Pw

x =
E[w]

D

E[PSM]− Pw

E[PSM]− PCG

. (8)

For a current or foreseeable state of the world and hence an
estimation of SM electricity prices along with the wind farm
site characteristics, equation (8) tells us the maximum number
of similar UCs that can be allocated by a WPP (or various wind
farms as long as the total average output is E[w]) without any
of them willing to change strategy.

Equation (8) can be understood as a threshold or critical
value at which a UC is equally likely pursuing to sign a long-
term contract with either the CG or the WPP, since there is no
longer an incentive to procure its demand from a less expensive
but unreliable source.

2) Nash Equilibrium in Mixed Strategies: To solve the
strategic game G we first determine the expected utility for
a single UC regardless of the action chosen by the other UC.
Using equation (6) with pi = [p1

i = σLR
i , p

2
i = σHR

i ],

E[uLR
2 ] = σLR

1 (−D2PCG) + σHR
1 (−D2PCG) (9)

E[uHR
2 ] = σLR

1 {−(D2 − E[w])E[PSM]− E[w]Pw}+ (10)

+ σHR
1 {−(D2 −

E[w]

n
)E[PSM]− E[w]

n
Pw},

where we have set 1 and 2 instead of U1 and U2 respectively
to simplify notation. Equating (9) and (10) with σLR

i +σHR
i = 1

and n = 2 yields:

σ∗HR
1 = 2

[
1− D2(E[PSM]− PCG)

E[w](E[PSM]− Pw)

]
. (11)

We have determined the NE mixed strategy solution of game G
given by the vector p∗i = [1−σ∗HR

i , σ∗HR
i ] which is also the best

trade-off for the UC between both types of power producers.
In section V we will examine the properties inherent in this
probability distribution.



B. Heterogeneous Energy Prices

The general case of price dependency on demand is prone
to arise in low competitive energy markets. To study this
case the upper-right and lower-left elements of matrix (4)
are modified to introduce price changes as a function of the
number of buyers. We are not interested in the dependency
structure of the price itself nor on its value but on the
outcomes it might have from a strategic decision-making
standpoint. Thus, when both utilities choose the same pure
strategy, the price per unit of energy they face under a
bilateral contract is P +

CG or P +
w which are costlier than its

homogeneous counterparts, i.e., P +
CG > PCG and P +

w > Pw,
then:

m1
1,1 = −D1P

+
CG, m2

1,1 = −D2P
+

CG,

m1
2,2 = −

(
D1 − E[w]

n

)
E[PSM]− E[w]

n P +
w, m2

2,2 = −
(
D2 − E[w]

n

)
E[PSM]− E[w]

n P +
w.

1) Nash Equilibrium in Pure Strategies: In the modified
version of the non-cooperative game G, given the costs of the
three possible sources of electricity and as long as equation
(12) holds true, it is straight forward to show that the NE
in pure strategies remains [HR,HR]. Equation (12) states that
the difference between the utility’s demand and the wind
availability should be so that the overall procurement cost are
kept below the price of the conventional producer.

Di −
E[w]

n
>
DiPCG − E[w]

n P +
w

E[PSM]
. (12)

Both utilities should procure energy from the WPP and use
the energy exchange pool, i.e. the SM, to balance real-time
differences from demand and wind availability.

2) Nash Equilibrium in Mixed Strategies: The procedure
used in section IV-A2 of this paper to determine NE strategies
with homogeneous prices is applied to the case of price as a
function of demand. Using the expected utility of any player
the desired equilibrium is:

σ∗HR
1 =

D2(P +
CG − E[PSM]) + E[w](E[PSM]− Pw)

D2(P +
CG − PCG) + E[w](E[PSM]

n +
P +

w

n − Pw)
, (13)

where, as noted earlier, the strategy profile for each player is
given by the vector p∗i = [1−σ∗HR

i , σ∗HR
i ]. Equation (13) has a

more complex structure than equation (11) which requires the
UC to know beforehand the pricing scheme used by the CG
and the WPP. Although not a trivial task, utility companies can
obtain estimates of those elements from previous negotiations
or perform simulations for different price scenarios.

V. SOLUTION ANALYSIS

In this section we analyze the homogeneous case. The
solutions found in the previous section will be the base to pin
down certain fundamental characteristics of the wind and the
energy market price probability distribution functions consid-
ered in game G. First, we present an example to graphically
explore σ∗HR. Figure 2 shows a graphical representation of
a σ∗HR realization as a function of Pw and PCG. It is clear
the asymptotic characteristic as Pw approaches E[PSM] from
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Figure 2. Long-term contracting policy σ∗HR
i for different conventional

and wind energy prices with given parameters: PSM = 26 cents/KWh,
D = 30 MW and E[w] = 15 MW.

either side. Meanwhile, if PCG equals E[PSM] the probability
distribution attains non plausible results. For energy prices,
below the spot market price, the probability of a HR contract
increases as the energy cost from a CG increases. Above
the spot market price the opposite is true (see Figure 2b),
this contradiction can be explained by the assumption that on
average spot market prices are higher than those of a WPP
and similar to a CG.

Since σ1 is the probability distribution over the pure strate-
gies s1 of U1 then equation (11) is restricted such that

1 ≤ 2D2(E[PSM]− PCG)

E[w](E[PSM]− Pw)
≤ 2. (14)

To determine the relationship between the SM, CG and WPP
energy prices, we can analyze the LHS and RHS inequalities
in (14) in two different scenarios: 1) E[w] = D; 2) E[w] < D.
Furthermore, we also consider both UC to be same-sized such
that their committed demand are D1 = D2 = D. It follows
readily what the first scenario implies for the price difference:

LHS⇒ 2PCG − Pw ≤ E[PSM] (15)
RHS⇒ PCG ≥ Pw (16)

Equation (16) correctly portraits real energy price differences
among fossil-fuels and renewable energy sources: the latter
has negligible marginal costs once it starts operating while
the former is always dependent of, e.g., coal prices. On the
other hand, and by virtue of the previous statement, equation
(15) states that the expected cost of procuring energy during
real-time trading is higher than that of a CG and a WPP.

Finally the last scenario bounds the energy price from the
utility company’s standpoint that is willing to pay in a long
term-contract with a renewable power producer.



Theorem 2 (Utility company renewable energy source con-
tracting policy): The long-term bilateral contract energy price
Pw from a wind power producer for a utility company with
demand larger than the expected wind energy production, i.e.,
E[w] < D, is

κPCG − E[PSM] ≤ Pw ≤ βPCG − (β − 1)E[PSM].

Proof: Given game G and its mixed-strategy Nash equilib-
rium profile [σLRi , σHRi ] for i ∈ N , then from the self-imposed
condition (14) it follows that

LHS⇒ 2βPCG − Pw

2β − 1
≤ E[PSM] (17)

RHS⇒ βPCG − Pw

β − 1
≥ E[PSM], (18)

β , D

E[w]
> 1.

From equations (17) and (18), it is derived the lower and upper
bounds of the electricity price for a UC negotiating strategy
in a two-sided contract with a WPP,

κPCG − E[PSM] ≤ Pw ≤ βPCG − (β − 1)E[PSM], (19)

where κ is defined as:

κ , 2β

2β − 1

A utility’s planning department, that is envisaging a venture of
a bilateral agreement with an intermittent resource of energy,
can be served by equation (19) to determine energy prices.
Equation (19) and available data, such as the wind farm
location and hence its wind harvest distribution, conventional
generators energy prices and energy market conditions, set
the electricity contracting price range for the utility. It can be
understood as a quantitative best-price negotiation scheme for
a new long-term contract with a renewable energy wholesaler.

VI. CONCLUSIONS

The competitive interactions between utility companies and
power producers has been presented. A non-cooperative game
was constructed to analyze the strategic decision environment
in which electricity wholesalers and retailers trade energy.

The concept of indistinguishable player and binary games
were introduced. We proposed a reduction configuration
space method for pure strategies equilibrium search in
indistinguishable-player binary games. The methodology de-
creases the search space form exponential to linear, i.e., O(2n)
to O(n).

In this framework, we derived Nash equilibrium solutions
for pure and mixed strategies. The former defined the critical
number of utility companies allocated by the same source of
renewable energy; at this threshold it is indifferent to sign a

long-term contract with a conventional generator or a wind
power producer. The latter is an energy portfolio creation
methodology, for two competing indistinguishable utilities, to
hedge against intermittent output of renewable energy sources.
It is provided by determining the contracting amount of energy
from conventional expensive sources and low-cost but unre-
liable renewable electricity generators. Finally, we presented
a renewable energy price window for bilateral contracting
among utility companies and green power producers.

Work ahead is aimed at studying non similar rationale utility
companies energy portfolios. The equations describing the
problem are non-linear and coupled, we will build a stochastic
solver and contrast the numerical results with respect to the
present theoretical work.
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Abstract—To leverage the potential of bilateral contracts in
the smart grid, we address the conflict-of-interest problem of
designing energy portfolios. From the viewpoint of competing
Utility companies, we present a game theoretical formulation for
contract offering with integration of wind energy. We propose a
heuristic algorithm, the Recursive Genetic Annealing algorithm
(RGAn), to find the Nash-Equilibrium solution, that is, the best
trade-off between cost and uncertainty. To hedge the portfolios,
we model the decision making process as a non-cooperative game.
Expected Utility theory is used to define the minimum cost energy
mix. We show the RGAn outperforms the genetic algorithm.

Keywords—Contract management, Genetic Annealing Algo-
rithm, Non-cooperative game.

I. INTRODUCTION

Renewable technology, carbon taxes and climate awareness
are steering electricity generation and consumption towards
intermittent resources [1], [2]. The procurement planning
of Utility companies has become more complex with the
increased green energy integration. In this paper, our goal
is to present smart negotiation strategies between producers
and electricity retailers. We study the problem of energy
contracting from the perspective of a Utility company (UC).

We use non-cooperative game theory to determine the
contract offering strategies from Utility companies to power
producers. We consider power producers to be a Conventional
Generator (CG) (i.e., a fossil-fuel fired plant) and a Wind
Power Producer (WPP). In this setting utility companies trade
energy in the spot market to balance negative differences
between power delivered from contracts and the smart city
demand. The price negotiation, from the viewpoint of the elec-
tricity producers, is subject to supply and demand, this means
that the price per kilowatt-hour becomes more expensive as
more UCs offer contracts to the same power producer.

The problem of bilateral contracts has been approached, in
the vast majority of studies, for a single entity [3], [4], [5],
[6], [7]. For instance, Conejo et al. analyzed a large consumer,
they develop a linear programming model to minimize the risk
associated to the spot market [7]. Competing contracting is
analyzed in the work of Wu et al., they presented a game
theoretic approach to the portfolio creation for multi energy
wholesalers and buyers [8] . Whereas, Peng et al. [9], with
a similar theoretic background, determine the equilibrium

contracting electricity price. Khoussi et al., proposed a game
formulation for energy trading on the intraday market [10]. In
this work, on the other hand, we model long-term contracting.
To move forward the state-of-the-art, we bridge the gap
between the theoretical framework and the solution process.
We present an optimization algorithm to portfolio hedging for
competing Utility companies.

II. PROBLEM STATEMENT

To avoid unbounded volatility of energy prices, and to
account for the lack of electricity storage of scale, deregu-
lated energy markets favor forward contracts over real-time
trading [11]. This benefits price stability in an arbitrage-free
framework [12]. A long-term contract with a CG is in the form
of options. This means that the owner of the contract has the
option to fully or partially execute the amount contracted. This
type of contract specifies a fixed and a variable costs [13].

The procurement problem of multiple UCs competing to
sign bilateral long-term contracts is twofold. Firstly, to de-
termine the ratios of renewable and conventional energy to
total demand that minimize the procurement cost. Secondly,
the energy portfolio will serve to hedge against wind and
market uncertainty. The decision-making process is carried
on without cooperation, although coalitions might form as
a byproduct. Conventional energy, although expensive has a
lower risk compared to a renewable source. In this setting,
weather variability impacts the procurement cost in two ways:
purchasing energy differences at SM prices and penalty fees
for under fulfillment of energy commitments.

The amount of wind power generation can be approximated
by a probability mass function. During dispatch, shortages of
energy are balanced with real-time trading in the spot market.
In this respect, we assume the probability mass function of
wind speed availability, at the wind farm, and SM volatility
are common knowledge to all UCs.

III. MODEL

We formulate a game theoretic model for energy contracting
by self-interested and competing UCs. The players in the
procurement game are Utility companies. The strategies are
contract offerings to electricity wholesalers. The goal is to
determine the offering strategy and hence the energy portfolio

978-1-5090-5938-6/17/$31.00 c©2017 IEEE



that minimizes their procurement costs and hedges against
weather and market uncertainty. In the open market setting,
UCs can buy electricity in the SM. In our model, this depends
on wind conditions and spot market price.

The UC portfolio can be formulated in terms of the total
demand D and two diversification coefficients, σ and β. Thus,
the energy sourced from a CG is Qi = σiDi and the energy
contracted to a WPP is wi = βiDi. The total demand is Di =
Qi +wi. The contract price for wind power is Pw. To account
for the negligible variable cost of the WPP we consider Pw <
PCG. The cost of procurement of UCi, Πt

i, is shown in (1).
The energy balance for each UC is shown in (2). The intraday
adjustments, xti, are expressed in (3).

Πt
i = sQt

i + gqti + ptxti + Pww
t
i (1)

Dt
i = qti + xti + wt

i (2)

xti =

{
Dt

i − (wt
i + qti) if pt > s+ g

Dt
i − wt

i if pt < s+ g.
(3)

where pt is the spot market price at time t. The fix and variable
costs of the contract with the CG are s and g respectively. The
real energy delivered by the WPP is wt. The energy executed
from the CG contract is qt. The expected values of wind power
and market price, for a time period T , are

∑
pt/T = E[PSM]

and
∑
wt/T = E[w], respectively.

The normal form of the non-cooperative game is expressed
as G = {N , {Si}i∈N , {ui}i∈N } which consist of 1) the set of
players N , where n is the number of UCs; 2) the strategies of
each player si ∈ Si; 3) the payoff function ui of each player
for any action taken by the players in N . The payoff function
consists of the total expected cost of energy procurement. The
strategy set is composed of low and high risk contracts LR
and HR respectively.

ui(si, s−i) =




−DiPCG if si = LR

−∑
t

(Di − wt
i)p

t − wt
iPw if si = HR,

The payoff function ui(·) couples player i strategy si and the
decisions s−i of all other players.

To determine the Nash-Equilibrium portfolio we state the
game in terms of mixed strategies. We define Pm to be a
randomization of each player’s set of strategies:

Pm = {p = (p1, . . . , pm) | pj ≥ 0 for j = 1, ...,m and
m∑

1

pj = 1}.

The number of pure strategies in si for player i ∈ N is mi.
We can now define the vector pi = (pi1, p

i
2, ..., p

i
m) as the

probability distribution over his pure strategy set si. In this
market setting, there is no a priori coalitions among UCs.
Hence, the joint probability distribution is given by the product
of each player’s pi. Equation (4), is the expected utility of
player i in the mixed strategy formulation.

E[ui] , vi(p1, . . . ,pn) =

m1∑

j1=1

· · ·
mn∑

jn=1

p1j1 · · · pnjnui(s). (4)

i
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Figure 1: The joint probability of players’ pure strategies is
recursively computed using a binary tree structure. The inner
nodes represent the pure strategies of the players in set −i,
i.e., all other players in N but i.

Lastly, using (4), the Nash-Equilibrium condition for mixed
strategies is defined as:

vi(p
∗
1, . . . ,p

∗
i , . . . ,p

∗
n) ≤ vi(p∗1, . . . ,pi, . . . ,p

∗
n). (5)

The best response of player i, to the other players’ mixed
strategy profiles, is p∗i . Equation (5), represent a system of non
linear coupled equations. The solution to (5) is the equilibrium
portfolio, such that, there is no incentive for player UC i to
deceitfully seek lower procurement cost by deviating from
its equilibrium strategy [14]. The increase or decrease of the
equilibrium share implies higher exposure to risk and thus
higher cost on the long term.

IV. RECURSIVE GENETIC ANNEALING ALGORITHM

The Nash-Equilibrium scheme leads to a system of non-
linear coupled equations. The complexity of the system grows
exponentially with the number of players. As the number of
interested UCs increases, the task of finding a NE solution
algebraically becomes non feasible. We use a heuristic to
estimate the equilibrium point of the game. In this work, we
developed a Recursive Genetic Annealed algorithm (RGAn)
to solve the optimization non-linear coupled problem.

The pure strategies of each player are arranged in a binary
tree. The RGAn traverses the tree only on the none visited
nodes. Then the RGAn algorithm evaluates the objective
function fitness once a complete root-to-leaf path is completed.
An schematic representation of the binary tree can be seen
in Fig. 1. The root node represent each player of game G.
The inner nodes represent the low-risk (σ) and high-risk (β)
strategies of all other players, where h = {−i}, i.e, the set of
all other players but i.

The RGAn pseudo code can be seen in Algorithm 1. Four
major novelties make the RGAn better than the standard ge-
netic algorithm (SGA). Firstly, the BINARYTABLE. Secondly,



Table I: RGAn and SGA Performance Comparison
Algorithm Time <Min O.F.> Min O.F. Generations

RGAn 9m 26.587s 343 331 58,1175
SGA 11m 33.819s 348 345 82,6751

the OBJFUNEVAL. Thirdly, based on the Simulated Annealing
algorithm, the RGAn accepts, with a control parameter, sub
optimal chromosomes into the population pool. Lastly, the
memory handling of the vectors population and fitvector.

BINARYTABLE, is a hash map. It indexes the number of
players for every evaluation of the objective function hence
making a for loop unnecessary. OBJFUNEVAL, traverses the
tree recursively in a depth-first search manner, backtracking
just one level before moving into unvisited nodes. This method
reduces the computations in polynomial order. In the RGAn,
the n-dimensional structure of game G is transformed into
a 1-D structure. From the computational viewpoint, handling
arrays instead of higher dimensions structures (e.g., cubes) is
faster; although less human readable and more cumbersome to
code. The acceptance probability, of non optimal offspring, is
proportional to the exponential of the difference, ∆, of current
objective function and the worst of the pool. The parameter
T, controls the intensity ratio (see Algorithm 1, line 40).

V. RESULTS

In this section we compare the performance of our algorithm
with a SGA. Then, we present the results of the RGAn
implementation of the proposed electricity mix allocation
model. In our testbed, we considered 10 Utility companies.
We assumed the UCs have a heterogeneous energy demand.
We considered, without loss of generality, that the contract
price, either with the CG or the WPP, increases linearly with
demand. However, without effort and major modifications this
can be modified for other cases.

We coded the RGAn algorithm and the SGA in C language.
The programs were tested for 1x106 generations and executed
on Ubuntu-14.04-trusty-server-x86 64 with 16 GB RAM and
2.6 GHz QuadCore Intel Xeon E312xx (Sandy Bridge).

Table I, presents the KPIs of the algorithms for a single
and the average of 100 runs. Figure 2, shows the histograms
of 100 runs. It can be seen, on average a 1.5% improvements.
Nevertheless, the probability mass, to the left of 342, of the
RGAn is 14% higher than the SGA. The algorithms were
designed to solve game G, i.e., a system of non linear coupled
equations. The goal is to determine p∗i , such that the objective
function is zero. For some scenarios this might be not feasible,
although a close approximation suffices to design the best
energy mix for each UC.

In Fig. 3 we present comparative results of the standard
genetic algorithm and the RGAn. It can be seen that per-
formance improvement is twofold. The RGAn ouperforms
in time the finding of a solution to minimize the objective
function. The best solution was found near the 6x105th gener-
ation while the SGA reaches its solution after approximately
8x105 generations. Furthermore, it can also be seen that the

Algorithm 1 Recursive Genetic Annealing Algorithm

1: define PBC2(·)← periodic boundary conditions
2: procedure INITIALIZE
3: STRUCT par← input params {T, stop, · · · }
4: population← vector of length twice players
5: population← U(0, 1)
6: fitvector← fitness eval population
7: goto BINARYTABLE(par)
8: end procedure
9: procedure BINARYTABLE(par)

10: binarytable← vector of length pow(2, players)
11: end procedure
12: function SELECTION(par)
13: population← sort
14: parentA← fittest population
15: parentB← random population
16: worst← less fittest population
17: offspring← crossover parentA, parentB
18: offspring← mutation offspring
19: goto OBJFUNEVAL(par, offspring, binarytable)
20: end function
21: function OBJFUNEVAL(par, offspring, binarytable)
22: leaf← tree pointer
23: n← backtracking counter
24: esc← tree pointer
25: dpl← twice number of players
26: for i← 0, 2 do
27: n← PBC2(n+1,dpl)
28: esc← esc+1
29: OBJFUNEVAL(par, offspring, binarytable)
30: leaf← 1
31: n← n-1
32: esc← esc-1
33: end for
34: goto UPDATEPOPULATION(par, offspring)
35: end function
36: function UPDATEPOPULATION(par, offspringeval)
37: ∆← offspringeval-fitvector[worst]
38: if offspringeval < fitvector[worst] then
39: worst← offspring
40: else if U(0, 1) < exp(−∆)/T then
41: worst← offspring
42: end if
43: while !stop do
44: goto SELECTION
45: end while
46: Return population
47: end function

RGAn minimum value is better than SGA best result. The
improvement is explained from to the blend of the genetic
and simulated annealing algorithms. The acceptance of “bad”
chromosomes enriches the population pool. Thus, the RGAn
performs a more exhaustive search of the solution domain.
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Figure 2: Statistics of 100 runs of 1x106 generations each.
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Figure 3: Performance of RGAn and SGA for 10 UCs with het-
erogeneous demand and linear supply-demand price response.

Table II: RGAn Diversification Strategy
Utility % Conventional % Renewable Demand [MW]

0 36.4 63.6 44.0
1 42.1 57.9 40.2
2 43.5 56.5 36.4
3 54.2 45.8 32.6
4 76.3 23.7 28.8
5 83.3 16.7 25.0
6 99.5 0.50 21.2
7 99.7 0.30 17.4
8 76.0 24.0 13.6
9 97.9 2.10 9.8

This can be seen in the time decrease (i.e., plateaus length) in
less optimal phases.

The Nash-Equilibrium solutions of the RGAn algorithm are
shown in Table II. The contracting strategies, for the wind farm
and energy market considered, are the Utilities best response
in the non-cooperative setting. The energy mix serves each
Utility company to minimize procurement costs and hedge
against uncertainty.

VI. CONCLUSIONS

The problem of bilateral long-term contract offering in the
smart grid was analyzed. Utility companies offer contracts to
power producers to hedge against price volatility. To model
the energy allocation of competing UCs we formulated a non-

cooperative game. The Nash-Equilibrium of the game, defined
the energy mix such that no UC would have an incentive to
deceitfully deviate from the contracting scheme.

The game is expressed as a system of coupled equations.
We proposed an algorithm to efficiently determine the Nash-
Equilibrium portfolio. The results of our approach and the con-
trast to standard genetic algorithm were presented. The testbed
considered 10 UCs with heterogeneous demand and a linear
supply-demand price response from electricity producers. The
Recursive Genetic Annealing algorithm outperforms, both in
speed and quality of solution, the traditional genetic scheme.

The framework presented is general. It considers conven-
tional and renewable energy sources. The model and the RNAn
algorithm are flexible and scalable. The former, in the sense
that, changes on risk policies and market designs are readily
implementable. The latter, e.g., foreseen energy storage in
smart cities can be incorporated. The proposed approach, can
serve a Utility company to define its best energy mix among
other UCs offering competing contracts to energy producers.
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Abstract: Wireless power transmission (WPT) of scale is the next step in power electronics. In this paper, we propose
the Wireless Smart Neighborhood (wIshood). The idea presented serves smart city planners and developers to
consider the future societal impacts of current and expected technological advancement. The wIshood merges
ICT, IoT, CC, SDN and WPT to propose a solution to foster the creation and growth of the building blocks of
modern societies. We outline the architecture and challenges of wireless smart neighborhoods. The wIshood
is a solution to electricity congestion and deployment costs of transmission and distribution infrastructure.

1 INTRODUCTION

In the recent past, city planners have been busy
resolving the best trade-off among mobility, green
zones and residential and commercial expansion. To
address these conflict-of-interest problems, techno-
logical breakthroughs will be fundamental for fu-
ture smart city planning. At a careful but steady
pace, modern cities are embracing the information
and communication developments. Products and ser-
vices, from technological innovations, will become
ubiquitous in future smart cities. From rural to ur-
ban, industrial to residential and the overlap, Wireless
Power Transmission (WPT), the Internet of things
(IoT) and Information and Communication Technolo-
gies (ICT) will become a cornerstone in the design of
new and growth of human settlements.

The evolution towards smart environments is be-
ing welcomed by society. Nowadays it is com-
monplace for cities to be equipped with free WiFi
hotspots, real-time traffic information and safety
surveillance, to mention a few. In this respect, cre-
ativity driven and farsighted governments are playing
a crucial role to speedup the technological evolution
of the city. For example, Pervasive Nation, a pub-
lic funded initiative, is empowering academia and en-
trepreneurs to develop and implement an IoT testbed
of scale in Dublin city (PervasiveNation, 2016). With
the ever-increasing services and cloud connectivity,
IoT devices are set to pervade all aspects of our daily
lives. Thereby revolutionizing a broad range of appli-
cations in a variety of domains, such as healthcare,

home automation, transportation, intelligent energy
management and smart grids (Bellavista et al., 2013).

Neighborhoods form an important building block
of every city. Nevertheless, presently they have a
passive rather than active role in the progress of the
city. In a top-down manner, technology is percolating
into neighborhoods. In smart cities, legislation is re-
quiring a change of old practices towards an efficient
use of resources. Nevertheless, electricity distribution
still relies on cables for its delivery.

In this paper we propose the wireless smart neigh-
borhood: The wIshood1. The novelty of the wIs-
hood is that households use WPT for electricity sup-
ply. The energy is wirelessly supplied from a local
renewable power station (RPS). Although, still in an
early stage, wireless power transmission is gaining
momentum. Both, industry and academia know that
WPT will be the solution to a variety of problems.
With WPT, the wIshood has three major advantages
to positively contribute to the smart city. Firstly, the
increase of renewable electricity integration decreases
fossil-fuels dependence. Secondly, city growth will
have a lesser impact on the distribution and trans-
mission capacity. Lastly, the wIshood will promote
industrial investment by reducing transmission con-
gestions hence lowering marginal energy prices. The
wIshood exploits the edge cloud paradigm. The dis-
tributed architecture supports heterogeneous IoT de-
vices, scheduling, information, processing and con-
trol of energy supply and demand for households.

1Pronounced as wiz-hood



The reminder of the paper is organized as follows.
In section 2, we do a brief outline of related litera-
ture. In section 3, we present the architecture of the
wIshood. In section 4, we outline the challenges to be
addressed by the research community. Lastly, section
5 summarizes the work presented.

2 RELATED LITERATURE

The Smart city is a green field for research. Although,
there are ingenious attempts of materializing some of
the conceptual designs, technological progress is con-
stantly and at a faster pace widening the possibilities.
For the reader interested in a survey of Smart City ar-
chitectures, Kyriazopoulou recently presented a thor-
ough literature review on the topic (Kyriazopoulou,
2015).

The work of Akcin et al., describes passive and
active solutions to problems associated with popu-
lation expansion and urbanization. Among the ac-
tive methods, they comment on improving traffic flow
with road-side sensors. On the passive approach, e.g.,
they presented a Swedish study on natural ventilation
of cities to reduce the power for cooling buildings
(Akcin et al., 2016).

Reducing the peak-to-average ratio (PAR), hence
balancing the load curve, is one of the main goals of
demand side management (Cakmak and Altas, 2016),
(Yoon et al., 2014), (Liu et al., 2014), (Zhu et al.,
2015). For instance, Cakmak and Altas, developed an
Cuckoo search algorithm (CSA) to address the prob-
lem of appliance scheduling in a neighborhood. The
approach is oriented to increase the efficiency of elec-
tricity supply and demand. The algorithm minimizes
the objective function of the tradeoff of shiftable loads
scheduling and consumer satisfaction by means of fi-
nancial benefits. They showed the CSA scheduling
reduced the PAR from 3.27 to 2.53 (Cakmak and Al-
tas, 2016).

Smart metering of electricity, in smart homes, was
described in the work of Pingle et al. They used an
Arduino mote to gather data from the IoT equipped
appliance. The raw data, in amperes, was processed in
the cloud to output watts and finally sent to the user’s
mobile phone. They commented on the implications
and advantages for the end user of real time informa-
tion on energy bill savings (Pingle et al., 2016).

Presently, the four most common technologies for
wireless power transmission are: 1. Electromagnetic
radiation; 2. Inductive coupling; 3. Magnetic resonant
coupling; and 4. Acoustic waves (Shinohara, 2014).
Antennas alignment is one of the major concerns in
WPT applications. A Planar Archimedean Coil was

COMMUNICATION
SDN, CRN, Encrypted Tunneling, IPsec, MQTT protocol

INFORMATION
Data Integrity, Security, Data Mining and Analytics

CONTROL

Coordination, Safety

PROCESSING

Energy Analytics, Fair Distribution

SCHEDULING

Load Smoothing, GUI

Figure 1: Layered architecture of the wIshood.

proposed to overcome misalignment between trans-
mitter and receiver (Feenaghty and Dahle, 2016).
Imura et al., summarized the WPT requirements for
electric vehicles (EV) charging in Japan. They de-
scribed a road infrastructure for WPT to provide a so-
lution to the problem of long-distance traveling with
EV (Imura et al., 2016). Recently, Jian et al., pre-
sented a proof of concept of WPT with inductive cou-
pling. In their laboratory setup, they wireless trans-
fered electricity from a renewable source to a load
with a pivoting antenna (Jian et al., 2016). Although,
long distance WPT over free space is feasible (Ma
et al., 2016), WPT over long distances among obsta-
cle rich environments is currently a topic of research.

3 ARCHITECTURE

The layered architecture of the wIshood is shown in
Fig. 1. It is composed of five layers: scheduling,
information, communication, processing and control.
Each household has IoT deployments of metering
sensors, actuators, appliances and power switches.
The functions of the IoT devices is to provide the
hardware for data collection and communication. Ma-
chine learning and control theory will serve as the
foundations of the Processing layer (Tobar et al.,
2014). Finally, the control layer manages the energy
distribution infrastructure; which is composed of the
RPS transmitter antenna and the households’ receiver
antennas.

3.1 Communication

The fundamental task of the Communication layer
is to ensure that the two way transfer of data from
heterogeneous IoT motes and the edge-cloud is done
in an efficient and secure way. We propose a Soft-
ware Defined Network (SDN) and Cognitive Radio



Figure 2: Communications are between IoT to gateways,
gateways to edge-clouds and between edge-clouds.

Networks (Khan et al., 2016) to manage and trans-
fer data from gateways (e.g., switches and routers) at
each household to the edge-cloud; where the process-
ing and decision making takes place.

The control of the queueing networks is done with
a Lyapunov optimization algorithm (Samarakoon
et al., 2016). To account for bandwidth bottlenecks
and latency we adopt the Message Queue Telemetry
Transport protocol (Jo and Jin, 2015). Figure 2, rep-
resents a high level communication view of the ar-
chitecture. The data generated by the smart houses,
RPS, weather forecast module and storage is chan-
nelled through gateways to the edge-cloud. IPsec tun-
neling is the cryptographic protocol of the communi-
cations network.

3.2 Information

The acquisition of the sheer amount of high-speed
data, constantly generated from smart homes, is a sig-
nificant task upon storage and analysis (Beckel et al.,
2014). The Information layer resides in the edge-
cloud, we adopt the integrated IoT Big Data Analytics
framework (Bashir and Gill, 2016).

The principal functionality is to make the data ac-
cessible to the Scheduling, Processing and Control
layers. A major task is to assure data integrity and
security. At this layer, a first phase of data mining is
implemented to eliminate redundant and non useful
values. Thus, reducing the strain upon and bandwidth
required by the Communication layer.

The stored data is fetched by the algorithms in the
Processing phase. Figure 3, shows the flow of infor-
mation among the IoT devices, cloud, Processing and
Control layers. Dashed lines symbolize the WSN; red
lines, power transmission and black lines, wired com-
munication.

3.3 Scheduling

The scheduling layer positively exploits the flexibil-
ity of load shifting. The work of Liu et al., catego-
rized appliances as: 1. Shiftable; 2. Throttleable; and

3. Essential (Liu et al., 2014). Appliances such as
dishwashers and laundry machines can be assigned
a time slot to run. HVAC (heating, ventilation and
air condition), although have rigid operation peri-
ods, are flexible to power adjustments within pre-
defined ranges. A graphical user interface (GUI) is
implemented for individuals to submit their desired
scheduling of shiftable and operation ranges for throt-
tleable devices. The output of the Scheduling layer
is sent to the Processing layer (see §3.4). The latter
analyzes the available resources and the energy de-
mand. In case of mismatches, alternative scheduling
arrangements are feedback to the households.

3.4 Processing

The processing layer, addresses the competing ne-
cessities of each household, proposes alternative sce-
narios to conflict-of-interest problems and determines
tradeoff solutions between divergent goals. The func-
tions of this layer are to perform the energy analytics
and provide feedback when supply cannot meet de-
mand. We use a ”divide and conquer” methodology
to approach the non-linearity, uncertainty and highly
coupled interactions in the wIshood.

The input, is the data from the information layer.
Feedback is sent back to the scheduling layer. The
processing unit integrates demand side management,
energy generation and storage to optimize energy dis-
patch to the neighborhood. This layer provides a so-
lution to the task of fair distribution of a scarce re-
source in a heterogeneous demand environment. To
address this challenge, the functionalities of the pro-
cessing layer include machine learning, optimization
and forecasting algorithms.

A Kohonen self-organized network is used to re-
duces the dimensionality of the data. Then a Hidden
Markov Model serves to classify the massive amount
of sensor data; to be gathered and transfered by the
IoT infrastructure. The HMM function is to deter-
mine clusters and patterns in the data. The output of
the HMM is sent to the optimization module (OM).

The functions of the OM, are twofold: 1. Mini-
mize the cost function of the wIshood energy distri-
bution; and 2. Operate the RPS and storage infras-
tructure. The cost function takes into account individ-
uals satisfaction, energy availability, weather forecast
and storage levels. The feedback to the scheduling
layer is the output of the optimization module. The
algorithm is composed of two phases: 1. Optimiza-
tion with given and foreseen conditions; and 2. Search
of alternative scheduling scenarios whenever the de-
mand surpasses the local supply. The feedback is sent
back to the household individuals to accept the pro-



posed changes or proceed with the original scenario;
albeit requiring to buy electricity from elsewhere, e.g.
the national grid. The latter functionality of the OM is
to operate the RPS excess energy generation. This is
done mainly through management of the centralized
and distributed storage devices.

The weather forecast module objective is to pro-
vide support to the OM tasks. It is composed of two
parallel processes. Firstly, an artificial neural net-
work (ANN) algorithm performs fast, real-time and
on-demand estimations of short-term (i.e., hours to
a couple of days) weather conditions. Secondly, the
forecast layer is connected to a national weather fore-
cast system. This second process provides the nec-
essary information for decision-making of long-range
(i.e, weekly) estimates.

3.5 Control

The control layer principal tasks are: 1. Coordinate
the commands sent from the processing layer; and
2. Guarantee the safety operation of the RPS, electric-
ity distribution and storage infrastructure. The control
layer receives input from the processing and commu-
nication layers. The output is the dispatch of energy
from the RPS and central storage to the households
appliances, storage facilities, centralized storage and
into the national grid.

The backbone of the control layer are Adaptive
Robust Control Theory and Kalman filtering. The de-
sign of the controller takes into account the uncertain
events occurring in the wIshood, e.g., trucks block-
ing wireless communication or infrastructure failure.
The metering devices constantly update the controller
of the electricity distributed over the wIshood. The
Kalman filter is a final preprocessing phase of the me-
tering data before the control adapts to the changes of
the environment.

4 CHALLENGES

The wIshood ecosystem (see Fig. 3) poses a myriad
of challenges to be addressed by the research com-
munity. In the following we mention a few of the vast
possibilities and from different domains of expertise.

4.1 Wireless Power Transmission

Electricity transmission of domestic scale is by far the
most complex aspect to be addressed. Although suc-
cessful attempts of long distance WPT have been ac-
complished, they have been based on a free space en-
vironment (Ma et al., 2016). WPT attenuation is due

mainly to obstacles between source and destination
and atmospheric losses. Frequency spectrum can be
selected to minimize the latter although it should also
take into account interference with existing commu-
nication bands (Imura et al., 2016).

The design of transmitter and receiver coupling
systems is highly dependent of the material of the
core. Presently, the core is made of composite fer-
rite materials such as Mn-Zn and Ni-Zn. The former
is mostly employed because of its electric properties.
Nevertheless, a mayor concern of core manufacture
is scalability. Firstly, ferrite material are brittle and
prone to breakdown as size increases. Secondly, the
high permittivity of Mn-Zn leads to intense electric
fields in discontinuities. Thus, arching or discharge
occurs even in the presence of high dielectric mate-
rials. Lastly, frequency selection has a direct impact
upon the permittivity of the ferrite material and hence
the ability to guide the electric flux (McLean and Sut-
ton, 2016).

4.2 Heterogeneous IoT

It is common to employ IoT motes from a variety of
vendors. Hence, the data gathered, from these de-
vices, cannot be used directly and must be converted
into a standard form. Moreover, employing IoT in
large sets can also result in spectrum scarcity. IoTs
often employ unlicensed spectrum. To account for
band saturation smart IoT should have cognitive ca-
pabilities i.e., dynamically switch between different
frequencies.

Efficient bandwidth allocation techniques are of
paramount importance (Khan et al., 2016). Dense de-
ployment of IoT motes in a specific area can result
in severe bandwidth constraints. This is due to the
fact that IoT motes are, at a high-speed, continuously
transmitting data to a shared infrastructure and using
same unlicensed spectral bands. Bandwidth alloca-
tion, to the massive number of devices, poses strin-
gent constraints to current communication protocols.

4.3 Security

The lessons learned from recent IoT hacks makes
security of utmost importance. Coordinating secu-
rity mechanisms (e.g., software updates, malware de-
tection and identity management) present real con-
straints in highly federated environments. Security or-
chestration in the wIshood must incorporates threats
aware mechanisms from IoT but also from cloud com-
puting and SDN perspective.
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Figure 3: Topology of the wIshood’s architecture. It is formed by the scheduling, information, communication, processing
and control layers. The RPS supplies energy to the households using WPT technology.

4.4 Energy-Harvesting-Aware Robust
Protocols

To efficiently exploit energy sources, robust com-
munication protocols are also vital. Although such
protocols have been thoroughly explored for conven-
tional energy-harvesting sensor networks, they can-
not be adopted for smart homes because of its unique
challenges. Exclusive communication protocols and
standards must be designed (Hou et al., 2016) for
commercialization of reliable and customizable im-
plementations.

4.5 Efficient Power Management

Scavenged energy requires effective power manage-
ment among household appliances. We considered
two cases 1. Energy generated by RPS is less than
real-time demand; and 2. Power production is greater
than demand. Thus, to address these scenarios, effi-
cient utilization and fair distribution of energy algo-
rithms need to be designed.

In the former, the energy should be fairly dis-
tributed among the households. A key aspect of
power orchestration is the time allocation for running
different appliances. For any excess power require-
ments the energy could be obtained from the smart
grid (see Fig. 3). In the second scenario, if the en-
ergy produced is more than required, the excess en-
ergy could be stored for later use or re-routed toward
other areas, e.g., sold to the smart grid. Thus, research

effort should go into coupling wake-up scheduling
schemes with harvesting schemes to ensure quality of
service requirements.

Apart from dispatch specific issues, energy trad-
ing with third parties must be taken into considera-
tion. This implies a Credits scheme for energy trading
between neighborhoods in different periods of time.
The dispatch algorithm should also take into account
the best time for selling electricity to the smart grid.

4.6 Appliances Management

A principal challenge of the processing layer is to
provide an optimized schedule of energy consump-
tion. The cost function of the optimization algorithm
will also take into consideration the users defined pa-
rameters for the shiftable, throttleable or essential ap-
pliances. The unsupervised learning algorithm pro-
poses better scheduling based on previous data and
recent consumption trends. The complexities of the
non-linearities among IoT devices, household pref-
erences and uncertainties call for adaptable models,
faster learning and optimization algorithms.

5 CONCLUSIONS

This work presented a new framework of future smart
neighborhoods, the wIshood. The wIshood advances
the state-of-the-art of smart cities with an infrastruc-



ture for wireless transmission of electricity for res-
idential needs. Within the wIshood, the energy is
generated, stored and dispatched to the households.
We envision, an intensive deployment of IoT devices,
cloud computing and a wireless power transmission
of scale. This paper outlined the architectural founda-
tion and algorithms to address the challenges of such
an ecosystem.

Future work intends to simulate components of
the wIshood architecture. We plan to develop two al-
gorithms. Firstly, a reduction of household data to
stream to the Information layer. Secondly, a Recur-
rent Neural Network for energy demand forecasting.
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Abstract—To leverage the potential of integrating renewable
sources into electricity portfolios we address the risk and cost
trade-off. From the perspective of a Load Serving Entity (LSE),
we present the theoretical implications of energy allocation from
two type of markets: bilateral long-term contracts and real-
time trading. We present the mathematical formulation of a
stochastic procurement model (SPM) of purchasing energy on
both markets and from two different sources: wind energy and
conventional generation. We approach the unexpected jumps of
spot market prices with a mean-reverting Lévy process. The wind
energy availability is modeled with a multiplicative Brownian
process transformed to a Rayleigh probability density function.
We present the efficient frontier and a user defined risk level
metric. The SPM is tested numerically. We determine the ratios
of wind and conventional to total demand and the risk associated.
This work serves an LSE in designing its energy diversification.

Index Terms—Contract management, Electricity portfolio, Re-
newable energy sources, Risk analysis, Strategic planning.

I. INTRODUCTION

Rising carbon taxes, climate awareness and technology
breakthroughs, among others, had influenced the surge of
intermittent resources integration into the electricity supply
[1]. Despite the fact of its positive impact, green energy, has
increased the complexity of procurement planning of Load
Serving Entities (LSEs). Modern energy portfolios encompass
conventional and renewable energy contracts as a mean to
reduce costs and hedge against price volatility, while matching
supply and demand unbalances through real-time adjustments
in the spot market (SM).

The non-deterministic nature of future events, such as
fossil-fuel prices and weather conditions, calls for strategic
electricity portfolios to hedge against volatility. Therefore, an
important concern for a LSE is to determine the proportions
of conventional and/or renewable to total demand.

In this paper, we study, from the perspective of an LSE, the
energy allocation strategies from two type of markets, bilateral
long-term contracts (LT) and real-time trading. To account
for the uncertainty prevailing in future energy prices and in
the availability of wind we develop a Stochastic Procurement
Model (SPM). A mean-reverting Lévy process is used to
model the spiky behavior of electricity prices. Wind speed
is modeled with a stochastic differential equation (SDE) with
Brownian noise adapted to follow a given probability density
function (pdf). The proposed SPM is discretized and solved
numerically. Then, the different procurement strategies are
assessed within the framework of Portfolio theory. We present

a risk analysis based on a coherent measure and we propose
a metric for a user defined risk threshold. The assessment
is concluded with the portfolios’ efficient frontier and the
corresponding probability for the aforementioned threshold.
We show an easily implementable methodology that can serve
an LSE to define the optimal energy mix and to quantify the
trade-off between risk and cost.

Previous work has considered the uncertainty, in wind and
spot price, through a finite number of scenarios. Several studies
have shown that wind speed can be approximated by a Weibull
distribution or its particular case, the Rayleigh distribution
(RD) [2]–[4]. On the other hand, as already highlighted in the
work of [5], a sound energy price differential equation should
incorporate not solely a Brownian-like motion but possible
spikes along the trajectory. To account for price jumps, we
model the SM dynamics with a mean-reverting Lévy process.

The remainder of the paper is organized as follows. In
section II we present a brief literature review, comment on
the related work and state our contributions. In sections III
and IV we present our model and simulation method. The
risk metrics are presented and numerical results analyzed in
section V. Finally, in section VI we conclude the work done.

II. RELATED WORK

The problem of optimizing the energy mix, among bilateral
contracts, self-production and the SM, for a large consumer is
studied by [6]. They developed a linear programming model
to minimize the consumer’s electricity bill. They considered
conventional generation whereas we also address the problem
of integrating an intermittent source or energy. More recently,
[7] discussed the application of financial risk methods in
electricity procurement. In the paper, they converted the cost
and risk problem into a single optimization model.

The research on bilateral contracts has greatly considered
the fossil-fuel type of generation. [8], under the assumption
of perfect inelastic demand, simulated three cases of energy
pricing and contracting. They concluded that the scenario with
bilateral contracts is of mutual interest for generation and
demand. Whereas [9], proposed an on-the-fly demand alloca-
tion adjusting scheme. A penalty was used to compensate the
generation company for positive difference between energy
contracted and consumed. In this context, the earlier work
[10] developed a multi-stage algorithm to modify electricity
delivery from a bilateral contract. A risk measure is used in
the work of [11]. The paper asses forward contracts against



spot market procurement on the basis of Insufficiency of Load
Supply. Because of the volatility of the energy market and load
demand, they adopted a Monte Carlo (MC) method to estimate
the buyer’s risk exposure. Thereafter they determined the
next contracts negotiating conditions. In earlier studies, [12]
presented a game theoretic approach to the portfolio creation
for multi energy wholesalers and buyers. Whereas, [13], with
a similar theoretic background, determined the equilibrium
contracting electricity price.

The recent work [14] presented a method for coalitions of
renewable producers. They used cooperative game theory and
applied the Nucleolus allocation method. A main contribution
of the method is to make computational tractable the problem
of maximizing the worst-case quota of the aggregated gen-
eration. Nevertheless, the authors considered a fixed set of
scenarios. In a similar setting, although different value func-
tion, [15] have previously analyzed the allocation strategies of
aggregated bidding. The paper shows the existence of a payoff
such that coalition stability is assured and hence an increase
of expected profit.

These literature has approached the dynamics underlying
the uncertainty mostly through fixed scenarios. The work pre-
sented here can serve as bridge between randomness modeling
and electricity contracting.

The SPM is reliable in that it quantifies the long-term cost
and risk of procuring energy from intermittent resources. The
SPM can scale up to incorporate other type or energy sources.
It can be easily tailored to the particularities faced by the
LSE. The SPM formulation is also flexible to explore different
portfolios. Our contribution to electricity contract management
moves forward the state-of-the-art of the commonly adopted
finite scenario analysis by proposing the SPM.

III. STOCHASTIC PROCUREMENT MODEL

We consider the LSE can procure electricity from the
SM and from LT with conventional and renewable energy
wholesalers. The modeling of wind power variability and SM
price uncertainty is done through a non-zero variance term in
the differential equation.

Electricity markets are assumed frictionless. At a given
moment t of the trading day, the market price is the result
of marketeers’ buy and sell bids, which the system operator
uses to calculate the energy marginal price. PJM defines the
locational marginal price as the “cost to serve the next MW
of load at a specific location, using the lowest production cost
of all available generation” [16].

A geometric Brownian SDE is limited in modeling, e.g., lep-
tokurtic distributions and price clustering effects [17]. To ob-
tain a realistic price dynamics we incorporate a Lévy process.
Along with the Brownian motion, a compound Poisson process
is considered to account for “rare” events. These unexpected
events are beyond the day-to-day marketeers interactions,
instead they are due to sudden regional or global changes.
Hence, to account for both, the daily market “collisions” and
exogenous market events we formulate a mean-reverting jump-
drift-diffusion SDE electricity price model.

Literature reviews and site studies have shown the appli-
cability of polynomial forms as estimates for the dependency
of power upon wind speed [2], [18]. In our work, the energy
procured from a WPP is obtained by numerically solving a
transformed SDE.

A. Lévy Driven Price Dynamics

The spot price is represented by psm(t). Let (Ω,F ,P) be a
complete probability space on which the stochastic processes
are defined. Where {Ft}t∈[0,T ] is the information available up
to time t. Let E denote expectation under probability measure
P. To account for unexpected price increments we follow the
convention that the underlying process is right continuous.
This can be expressed as psm(t) = limu↓t psm(u).

We use a Poisson counting measure N(t) because of the
memory-less property of the renewal process, reflected on the
i.i.d. inter-arrival times. We exploit this feature to account for
unexpected electricity price spikes. The probability of an event
occurring during a finite time interval ∆ can be described as

Prob{¬event in (t, t+ ∆)} = 1− λ∆ +O(∆),
Prob{one event in (t, t+ ∆)} = λ∆ +O(∆),
Prob{more than one event in (t, t+ ∆)} = O(∆),

where λ is the intensity or jump rate. The probability of n
jumps taking place in the interval ∆ = t− s, is given by

P (N(t)−N(s) = n) =
e−λ∆(λ∆)n

n!
, (1)

where 0 ≤ s < t. N(t) represents the total number of events
that have occurred up to time t and is constant between any
two consecutive jumps. From (1) it can be seen that increments
are exponentially distributed, same sized and with negligible
probability of more than one jump in the same time interval.

The SM price of electricity just before a jump is denoted
by psm(t−). Then psm(t) is given as the limit from the left,
i.e., psm(t−) = limu↑t psm(u).

Spot price spikes are characterized by its martingale evolu-
tion. For a jump process to exhibit those properties a compen-
sator for N(t) must be included. The martingale version (or
in this case a right continuous martingale) is a compensated
Poisson process given by J(t) = N(t) − λt, such that
E[N(t) − λt|Ft] = 0. The latter implies that jumps exhibit
no trend, i.e., they are totally unpredictable, irrespective of
the time interval size.

The power-market electricity price jump-drift-diffusion
model, with initial condition psm(0) = po, drift and diffusion
µsm and σsm respectively and t ∈ [0, T ] is given by

dpsm(t)

psm(t−) = γ[µsm−λ log psm(t)]dt+σsmdB(t)+dJ(t), (2)

where γ is the process rate towards the long-range mean
µsm, dB(t) represents the Brownian motion to account for
the energy traders interactions. Equation (2) represents a Lévy
process with mean-reversion and additive noise.

Furthermore, for a realistic price model we consider a
non-constant jump size. A Poisson process with variable
increments is called a Compound Poisson process. Following



the derivation presented by [19], let us define the size of the
jump as Yj − 1 where Y1, Y2, . . . are i.i.d. random variables
independent of N(t) and B(t). The change dpsm of psm
depends on its value before the jump. The increment at the
time of a jump is psm(t)− psm(t−). This change is different
from zero only if J jumps at t = tj , then

psm(tj)− psm(tj−) = psm(tj−)[J(tj)− J(tj−)]
= psm(tj−)(Yj − 1).

(3)

From (3) it is straightforward to show that psm(tj) =
psm(tj−)Yj . To obtain a solution to the price SDE, we can try
an ansatz of the form X(t) = X(0)eµt and use Itô Integral.
To account for the non-zero first moment of psm, Itô calculus’
random term dB2(t) is proportional, in a mean square sense,
to dt [20]. Eq. (2), is justified as a symbolic representation of
t+δ∫

t

dpsm(s)

psm(s−) =γ

t+δ∫

t

[µsm−λlogpsm(s)]ds+

t+δ∫

t

σsmdB(s)+

t+δ∫

t

dJ(s),

because Brownian’s motion unbounded variation is nowhere
differentiable. The first term on the RHS is understood in the
Riemann sense and δ is an infinitesimal time. To solve for
psm(t), we use Itô-Doeblin formula for one jump process [21]:

f(X(t)) = f(X(0))+

+

t∫

0

f ′(X(s))dXc(s) +
1

2

t∫

0

f ′′(X(s))dXc(s)dXc(s)+

+
∑

0<s≤t
[f(X(s))− f(X(s−))], (4)

Xc(t) is the continuous part of a Lévy process X(t). Using
Φ(t) = logPsm(t), the solution to (2) can be obtained from

Φ(t) = e−γtΦ(0) + γµsm

t∫

0

e−γ(t−s)ds+

+ σsm

t∫

0

e−γ(t−s)dB(s) +

N(t+1)∑

j=N(t)+1

log(Yj). (5)

To derive (5) we used the ansatz, Itô Integral and the fact that
log(psm(tj)) = log(psm(tj−)) + log(Yj) such that f(X(t)) =
log(psm(t)) in (4).

Fig. 1 shows typical realizations of spot market hourly price,
psm(t) = exp[r(t)], of electricity dispatched. The effect of the
mean-reverting term can be seen on the come-back-to-trend
after a price spike.

B. Transformed Stochastic Wind Dynamics

The electricity generation of a wind farm depends on, e.g.,
blade design, gearbox, hub height. Nevertheless, the largest
impact variable is wind speed [22]. In wind turbine design
and technical literature, a widely used relation between wind
speed v and power w is the cubic power law [2]:

w(v(t)) =
1

2
ρACpηv

3(t). (6)
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Fig. 1. Different electricity price paths according to Eq. (5).

where A is the swept area of the rotor in m2, η is the efficiency
of the wind turbine, ρ = 1.225 kg/m3 is the air density at
mean sea level and Cp is the rotor efficiency [23].

We use Eq. (7) to map wind speed and power. This model
can be easily parametrized to an specific WPP.

dv(t) = µw(v(t), t)dt+ σw(v(t), t)dB(t) (7)

The functions µw(·) and σw(·) are expressed in terms of a
given pdf to resemble the distribution and autocorrelation of
the wind speed statistics. Here we use the method presented in
[24]. It relates the SDE coefficients and a probability density,
p(·), through the Fokker-Planck differential equation,

∂p(v(t), t)

∂t
= − ∂

∂v(t)
[µw(v(t), t)p(v(t), t)]+

+
1

2

∂2

∂v2(t)
[σ2
w(v(t), t)p(v(t), t)].

(8)

The randomness associated with the stochastic quantity is in
a steady state phase hence we consider the case of stationary
processes. In other words, random events are time invariant
and second order measures depend only on time differences
[25]. Thus, (8) can be written as

∂

∂v(t)
[µw(v(t))p(v(t))] =

1

2

∂2

∂v2(t)
[σ2
w(v(t))p(v(t))]. (9)

To closely resemble any site specific wind speed behavior,
the autocorrelation resulting from the SDE should follow that
of a wind distribution. Zárate-Miñano and Milano’s method is
motivated by the Regression theorem applied to a Markovian
process [20]. Firstly, the drift term is determined. This is
done by using Itô’s lemma and the stationary properties of the
second order moments. Then, the autocovariance differential
equation of the underlying stochastic process is solved. Lastly,
the drift is adapted to the desired exponential decay. After
integration of (9), the method solves for the diffusion term.

It has been compared how closely the Weibull and its
particular case the RD fits speed data. For instance, [26] found
a more accurate data fit from the Weibull pdf over RD. They
estimated, for a particular month, the RMS deviation as 0.0031
and 0.0073, respectively. On the other hand, [2], [3] and [23]
argued differently. Since wind speed is location dependent and
to keep the exposition easy to follow, we use the RD.
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Fig. 2. Different wind speed paths according to Eq. (12).

For the one parameter, γ, RD with pdf given by f(v) =
2v
γ2 exp[− (v/γ)

2
] the drift and diffusion are expressed as

µw(v(t)) = −α
(
v(t)− γ

√
π

2

)
(10)

and, where α is the autocorrelation decay rate,

σw(v(t)) =

√
αγ2

v(t)
×

×
√[

2v(t) + γ
√

2π

(
e
v2(t)

2γ2 erfc

(
v(t)

γ
√

2

)
− 1

)]
.

(11)

An algorithm to solve (7) can be derived from integrating
both sides of the SDE, i.e.,

v(t) = v(0) +

t∫

0

µw(v(s))ds+

t∫

0

σw(v(s))dB(s) (12)

In section IV we present a 4th order Runge-Kutta time-
discretization scheme to solve the SDE (12). Fig. 2 shows
four different wind realizations according to (7) with drift and
diffusion given by (10) and (11) respectively.

C. Energy Procurement Cost

In this section we present a methodology to determine the
energy mix that minimizes procurement cost. We consider that
the LSE is subject to penalty fees for under fulfillment of the
committed demand.

Wind power is a competitive source for electricity genera-
tion. The variability and the inability to dispatch at command
can counteract the benefits of its renewable nature. A major
benefit of LT is price stability in an arbitrage-free framework
[17]. In this context, a forward contract with bilateral options
entitles the buyer the right to partially exercise the contracted
electricity, albeit a fixed reservation cost.

Equation (13) is the total cost of procuring electricity, CEP.
It is composed of 1) ξ the minimum, at delivery time t,
of dw and w(v), i.e., electricity contracted and available,
respectively, bought at pw, the WPP selling price; 2) execution
and reservation costs, g and s respectively and the share dc
of electricity allocated to a CG; 3) x, the energy bought from
the spot market at price psm; lastly, 4) depending on the wind

power generation ζ, a penalty P for under fulfillment of the
LSE committed total demand D.

CEP(t) = ξpw + dcg + s(dc) + x(t)psm(t) + Pζpsm(t)

D = dw + dc + x(t) (13)

ξ = min[dw, w(v(t))]

ζ =

{
0 if w(v(t− 1)) < dw

max[D − w(v(t))− dc, 0] if w(v(t− 1)) > dw

x(t) =





0 if psm(t− 1) > s(dc) + g

D − dw if psm(t− 1) < s(dc) + g

dw if w(v(t− 1)) < dw.

We assume the LSE electricity adjustment process is bound
to the period before the next delivery time. This means that
the next period executed conventional energy and real-time
procurement have to be notified prior to dispatch time. This
is motivated by the martingale assumptions about wind speed
and market price dynamics. The decision-making algorithm
of our model (13) is shown in Fig. 3. The flowchart diagram
is the LSE electricity allocation algorithm. At trading session
the algorithm adapts the LSE short-term procurement strategy,
such that, in the long-term the energy contracts and intraday
adjustments minimize penalty fees and procurement costs.

IV. SIMULATION AND DISCRETIZATION METHOD

The dynamical portfolio of the LSE assumes an amount
allocated in a riskless asset and the rest of its demand in a risky
electricity generator. In this paper, we use a MC approach to
estimate expected values for the LSE procurement costs. We
divide the length of the period [0, T ] into m equal parts. The
time step is h = T/m such that 0 = to < h < · · · < tm = T
and ∆T = ti+1 − ti = h.

To determine the price dynamics, we simulate (5) with a
recursive scheme. The discretization routine is

Φ(ti+1) = e−γtΦ(ti) + µsm(1− e−γt)+

+ σsm

√
1− e−2γ∆t

2γ
Z +M,

where Z ∼ N (0, 1) and M is the summation of the logarithm
of N Poisson distributed jumps [19]. To solve the SDE
for the speed of wind, (12) is numerically integrated with
the stochastic Runge-Kutta scheme (14). The value of the
coefficients ϕp, cp and apq and the covariance among the zq
values are those derived in Kasdin’s fourth order (n = 4)
explicit Runge-Kutta method [27].

v(ti+1) = v(ti) + ϕ1k1 + ϕ2k2 + · · ·+ ϕnkn

k1 = hµw(ti + c1h)v(ti) + hσw(ti + c1h)z1 (14)

kq = hµw(ti + cqh)

(
v(ti) +

q−1∑

p=1

apqkp

)
+ hσw(ti + cqh)zq.

A principal virtue of the method, compared to an Euler-
Taylor approximation, is to avoid computing the derivatives of



New allocation

Next dispatch period = ti

LT with CG?

Get psm(ti−1) and w(ti−1)

psm(ti−1) > s+ g?

CEP(ti) += dcg + s(c)

w(ti−1) > dw?

w(ti) < dw

CEP(ti) += P×
×[D − w(v)−
−dc, 0]+×
×psm(ti)

CEP(ti) += dcpsm(ti) + s(c)

CEP(ti) += dwpsm(ti)

CEP(ti) += dwpw

ti+1

LT with WPP?

(Not enough expected wind)

y

y

y

y

y

n

n

n

n n

(E
nd

of
current

decision
process)

1

1

Fig. 3. Flowchart diagram of the LSE procurement decision support algorithm.
the drift and diffusion coefficients. This is achieved without
sacrificing order of convergence. On the other hand, the
drawback is the required multi-step calculations. Nevertheless,
given (10) and (11) a derivative free method is preferred.

V. RESULTS AND RISK ANALYSIS

The penetration of intermittent energy resources and dis-
tributed technologies is increasing the complexity of the risk
diversification process. For a reliable estimation of future
profits the extent of potential non-desirable extreme events
has to be addressed. We use two risk measures. Firstly, we
use Conditional Value-at-Risk (CVaR) to analyze the relation
between risk and costs. Based upon the CVaR measure, we
show the efficient frontier for various possible diversification
schemes. Lastly, through the Excess Cost metric, we contrast
the cost of electricity procurement, for different portfolios,
with the probability of exceeding a given cost threshold.

A. Risk Metric: CVaR

When the risk in the decision process is not considered, the
uncertainty prevailing in commodity markets might negatively
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transfer the price volatility to the LSE procurement cost. We
use CVaR to quantify the risk of the electricity portfolios.

Among other desired properties, CVaR is a coherent metric.
Specifically it complies with the subadditivity property. This
means that, for any portfolio composed of a linear combination
of other portfolios, the risk is not overestimated [28].

Another useful characteristic is that the formerly popular,
but not coherent, Value-at-Risk (VaR) measure is a byproduct
of optimizing CVaR; as can be seen in (15) and (16).

VaR = min{ν : P (CEP(t) ≤ ν) ≥ β)} (15)

CVaR = ν +
1

1− βE[(CEP(t)− ν)+], (16)

where ν represents the value-at-risk, β is a specified confi-
dence level for the probability of CEP(t), typical values are
0.9, 0.95 and 0.99. The (x)+ notation stands for the maximum
among x and 0.

B. Risk Metric: Excess Cost

We propose a risk metric that is based on the cumulative
probability exceeding a defined threshold. In this context, risk
can be understood as the expected energy procurement cost in
excess of a zero-risk portfolio. The histogram in Fig. 4 is an
example of the idea behind our Excess Cost metric. Excess
Cost is a quantitative evaluation of the probability of events
occurring with a negative impact on the LSE profit.

An LSE riskless strategy, although expensive, would be to
procure the total demand D from a LT with a dispatchable
source. We can set the benchmark to be the LT electricity
price with a CG as the threshold. For a given portfolio we
estimate the probability that the cost surpasses the threshold.

C. Results

The applicability of our model is shown by simulating for
m=1000 and γ=3.4. The time step h = 0.001, represents the
time slots, during a trading day, for contract adjustments and
hourly bids. The statistics are the outcome of 100000 paths.
Table I, summarizes the wind turbine specifications of the
WPP [2]. The LSE total demand is D = 2 MWh and contract
prices are pw = 18$ and g = 24$ per MWh. Fig. 5 shows the
expected cost, E[CEP], for different electricity portfolios and
distinct decay rates, α. It can be seen the possible wind energy
diversification strategies that will keep procurement cost below
θ. Values above the solid line mean that, in the long run, the
uncertainty in the wind power availability, either from low or



Table I. Wind turbine data used in the MC simulations.
Wind Turbine Specs

Rated power 1.3 MW
Rated speed 15 m/s
Cut-in speed 4 m/s
Cut-out speed 25 m/s
Swept area 3019.5 m2

extremely high wind speeds, counteracts the price advantage
of the renewable source. For α = 0.7, the minimum expected
costs comprises 16% energy from the WPP.

The non-linear dependence of the minimum E[CEP(t)] on
the wind correlation decay rate is shown in Fig. 6. The initial
steep increase of the minimum expected cost reflects the strong
dependence upon lower values of α. Nevertheless, there exist
a diversification scheme such that the WPP can be profitably
incorporated; in our testbed it spans from 15% to 18%. This
means that for different α’s, the LSE can allocate its electricity
demand, among the WPP a CG and the SM, such that the
minimum expected procurement cost is less than dc = 100%.

Fig. 7, is the procurement cost and risk map for the LSE.
The graph shows that lower CVaR levels can be obtained by
sacrificing (i.e., increasing) the portfolio’s expected cost.

CVaR risk is the expected payable cost in the worst 10%
and 5% cases (β = .9, .95). Fig. 7 shows that for a greater
confidence level, higher cost are implied from within the profit
adverse events. Thus, for a risk averse LSE, the minimum
CVaR is achieved with a 8% share of wind electricity.

The Excess Cost assessment can be seen in Fig. 8. The
threshold θ is defined as the total procurement cost under
a pure CG portfolio. Under this measure, the portfolio with
minimum probability of events above θ is comprised of 11%
electricity from the WPP. This corresponds to the inflection
point where increasing the share of renewable energy no longer
benefits profit creation.

Fig. 9 shows histograms for the three aforementioned re-
newable allocation schemes. Besides the skewness and loca-
tion of the peak, the kurtosis and spread of the procurement
cost (Fig. 9d) are the factors determining the size of the
renewable share that minimizes the risk measure. The back-
bone of the SPM is the martingale adapting scheme. In this
respect, CVaR sheds light on the average tail events while
Excess Cost provides an insight into the likelihood of a given
procuring portfolio flooding into the undesired costs events.
Moreover, Excess Cost is understood as a trade-off among the
relaxed and conservative hedged strategies. This can be seen
by contrasting the three portfolios: no risk assessment, Excess
Cost and CVaR, i.e., dw = 16%, 11% and 8%, respectively.

VI. CONCLUSIONS

This work studied the energy procurement problem with
renewable energy sources. The methodology presented is
easily implementable and customizable to serve an LSE in
defining contracting strategies in deregulated markets.

With respect to the research in this field and the methods
therein this work advances the state-of-the-art by introducing
a differential model underlaid by stochastic processes rather
than relying on past or given scenarios.
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The formulation addresses the merge of renewable and
conventional sources with real-time trading. The SPM uses
a mean-reverting Lévy process to model the spiky nature
of electricity spot prices. We used a Brownian process with
multiplicative noise to model the output of a WPP. The drift
and diffusion were transformed to follow a RD. The SPM is
easily scalable and can incorporate other energy sources.

The SPM was complemented with two risk metrics: CVaR
and Excess Cost. We formulated the Excess Cost risk metric
as a user defined risk threshold. We considered the threshold
to be proportional to the dispatchable source.

We tested the SPM with a MC algorithm. We presented
the feasible portfolios to hedge against market’s volatility and
weather uncertainty. The results are general in the sense that
they provide an answer irrespective of the policy towards risk.

This work presented a theoretical approach to electricity
procuring using a Ornstein–Uhlenbeck and Lévy process.
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Future work is aimed at extending the SPM to incorporate
the seller’s decision process.
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Abstract—Can we automate the energy exchange of a power
trader? To address this challenge, we present the Meta Agent
Learner (MAL). The MAL is a tiered and multi-policy energy
trader. It comprises data analytics (DA), a deep sequence-to-
sequence recurrent neural network (DS2S) and reinforcement
learning (RL). The DA phase draws knowledge out of the sheer
flow of data. The DS2S phase creates wisdom and provides the
intelligence for decision making. The RL phase senses and learns
from the market to act strategically. We demonstrate the MAL
in a scenario of a price-taker wind farm with a hydro plant.
The testbed is real data from the NordPool and East Denmark
(DK2). More specifically, electricity consumption, wholesale and
balancing prices, cross border energy exchange, and weather
conditions. The MAL optimizes the combined production of the
wind farm and hydro pumped storage. Runs the hydro plant such
that spillage of wind power is avoided or stores cheap market
electricity. The performance is benchmarked with three traders.

Index Terms—Electricity supply, energy trading, hybrid power
generation, meta agent, recurrent neural network, sequence-to-
sequence.

I. INTRODUCTION

D ISTRIBUTED energy resources (DER) are becoming
ubiquitous in deregulated electricity markets. A signifi-

cant proportion of the DER installed capacity are renewables
sources [1]. Profit creation from renewable energy has been
characterized for its inability to be self-sustained. Government
support in the form of subsides and tax incentives had been
the solution to socialize the risk and thus attract investment.
However, in the short term the renewable/fossil-fuel ratio is
required to expand significantly [2], making support schemes
no longer bearable. Hence, countries had begun to update their
energy legislation and market design. The new laws require
renewable energy producers to be liable of balancing their
positions [3]; whereby coming closer to market fairness. For
example, in Ireland the Renewable Electricity Feed-in Tariff
support scheme, a public service obligation levy charged to
electricity consumers, will cease to exist. Instead, new energy
markets will be introduced to balance close to real-time the
traders’ energy commitments [4].

This work tries to provide a sustainable solution for electric-
ity retailers of hybrid wind power plants (HWPP). The work
addresses the central question of the HWPP operation: How
to dynamically allocate the HWPP generation and operate
the pumped storage in order to reduce the trading costs?
In fact, revenues from intermittent power trading depend on

G. Longoria and A. Davy are with the Telecommunication Software and
Systems Group, Waterford Institute of Technology, Waterford, Ireland (e-mail:
glongoria@tssg.org; adavy@tssg.org).

L. Shi is with Carlow Institute of Technology, Carlow, Ireland (e-mail:
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two main factors: 1) The reliability of the committed power
and 2) Wholesale prices. The renewable energy producer is
subject, as a consequence of weather variability, to up and
down regulating prices. A better outlook of wholesale price
would signify less exposure to the more volatile balancing
market; thereby reducing costs and increasing profit.

Two mainstream approaches exist to balance supply and
demand. On the one hand, accurate forecasting of high impact
variables (e.g. weather and energy price). On the other hand,
energy storage. The sought result is the smoothing of the
total power output. There exist vast literature on price fore-
casting [5]–[7] and strategic decision-making [8]–[10]. Recent
studies in simulated hybrid power scenarios have proposed
agent modeling to minimize trading cost [11], [12]. However,
most works have focused on consumption management in
office or residential areas and no relevant study has been done
on the energy management of the supply side.

This paper presents the MAL, an holistic agent-based
methodology to power supply management. The MAL in-
corporates a tiered framework to manage a hybrid energy
system on behalf of a power producer. The three fundamental
instances of the MAL are 1) A clustering algorithm to draw
knowledge out of the raw data; 2) A deep sequence-to-se-
quence recurrent neural network to forecast spot prices; and
3) A multi-policy Q-learning algorithm for decision-making.
The agent was trained and validated with real market data
from NordPool. The validation is done for a price-taker HWPP
and benchmarked with three traders: 1) Perfect information;
2) Markovian agent; and 3) A vanilla artificial neural network.

This paper presents three new contributions. First, a ro-
bust machine intelligence framework for autonomous energy
trading. A wait-and-see strategy and the foundational Q-
learning (QL) algorithm performs better than a more so-
phisticated variation. Most importantly, this translates as a
reliable operation of the hydro plant. Second, a sequence-to-
sequence model to predict spot energy prices that advances
previous ANN implementations. Third, a thorough analysis
of energy consumption and prices of real-valued market data.
Recent studies have focused on the scheduling and trading
challenges while regarding the dynamics of the market price
as periodic [11], [12] or simply as scenarios from a normal
distribution [13], [14]. In the long-term the periodic assump-
tion is not applicable. Whereas our method considers real-time
adaptive decision-making. Unlike existing approaches it does
not rely on a probability density of market data.

The remainder of the paper is organized as follows. Section
II presents a brief literature review, we comment on the
related work and state our contributions. Sections IV presents
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the Meta Agent Learner. Followed by the details of the
testbed, results and discussion in section V. Lastly, section
VI concludes the work presented.

II. RELATED WORK
A multi-agent system is presented in [15]. The authors

report a lack of robustness. We address this. First, entropy
reduction of input data such that more reliable decision making
can be done. Secondly, we use a price predictor model with
short- and long-term memory. Lastly, we overcome the scala-
bility drawback of the multi-agent approach with the MAL, a
unique agent that reasons on different instances of itself.

Pinto et al. propose a solution to energy bidders in the
wholesale market [5]. The paper analyses the problem of price
forecasting in the Iberian markets. The price predictions are
then passed to the Particle Swarm Optimization algorithm
to determine the best allocation of resources in a federated
portfolio. A feedforward neural network with one hidden layer
and single node output layer is implemented as forecasting
engine. The authors recommend the need to explore other
topologies that could improve the prediction performance.
Similarly, [16] relies on a vanilla ANN (VNN) to forecast
market prices. Our work implements a neural network model
that improves the temporal capabilities of the VNN. The DS2S
has the advantage of retaining temporal features of different
time scales. In addition, the energy market in this work is a
more complex exchange, in that, dependencies reside beyond
geopolitical boundaries.

In contrast to [11] and [12], our work relaxes the assumption
of periodic electricity rates. The authors considered a 24 hrs
period. Although this is highly accurate for load patterns it is
not always the case for market prices.

[17]–[20] are among the few great solutions to scheduling
distributed energy resources (DER) and virtual power plants
(VPP) with agent modeling. These implementations contribute
towards a target energy profile of the network while preserving
privacy of the constituents. COHDA [17] is a distributed
optimization algorithm of agent managed DERs. Each agent
has a global and local target to meet. The contributions of
each agent add to form the global profile. The architecture is
network agnostic in the sense that any degree or topology is
admissible. ISAAC [18] and DynaSCOPE [19] build on top of
COHDA. The former aggregates small DER into marketable
VPP. ISAAC improves the reliability of the system by cen-
tralizing the convergence observation and termination control
that a self-organized network lacks. DynaSCOPE differs from
ISAAC in the VPP configuration, rather than a static cluster of
DERs it relaxes this constraint with a dynamic VPP. In these
architectures our agent fits in the network of distributed agents.
The MAL adapts to unforeseen market profiles; it learns
to think beyond the current state and if necessary sacrifice
immediate gains for long-term profitability.

In [21], Kong et al. have shown the applicability of the
recurrent neural network (RNN) in the electricity domain. The
authors use an LSTM-based RNN to predict a household’s
power consumption. They argue that meter-level consumption
forecast, in contrast to aggregated demand, is more challenging
since it exhibits a more volatile pattern. Similarly, the MAL
exploits the long and short memory characteristics of the

LSTM cell to anticipate spot prices in the DK2 market.
An RNN is implemented in [22] to forecast wind and solar

power production of a micro grid. They assume a cooperative
approach to maximize the social welfare of the producers and
consumers. Parallel to their approach this study also considers
a storage device to smooth the intermittency of the renewable
source. Our work extends their contributions with a novel
model to estimate the wholesale electricity price. Furthermore
to strategically manage the hybrid power plant we use multi-
policy reinforcement learning.

In [23] the authors use agents to study the demand response
of a competitive system formed by commercial buildings,
power generators, load serving entities and an independent
system operator. The input data is based on past events
whereas the neural-like network of the LSTM cells in the
DS2S creates temporal dependencies of different timescales
keeping track of short and long-term price drift trends.

The energy consumption of a residential building and aggre-
gation of buildings is studied in [24]. An important challenge
for smart buildings is to use energy efficiently. The authors
present a hybrid agent that combines ML and AI. The agent
can minimize the cost of consumption or shave the demand
profile. In the former, a demand response scheme beckons
costumers into delaying appliance use to off-peak time. Our
work focuses, instead of demand, on the challenge of energy
offering in a support-free market.

The authors in [25] contrast four autonomous agents to
accomplish demand response of a fleet of 90 electric vehicles.
They consider a residential setting with varying mileage sce-
narios. The work shows that RL, in particular a multi-policy
multi-agent version of Q-learning, adapts well to environment
and device changes. Our study capitalizes on this feature, the
MAL uses RL to autonomously manage the combined power
generation of a wind farm and a hydro plant.

Several studies [26]–[29] have analyzed the effect of gov-
ernment subsidies. In [26] the authors use a real options
model to estimate the optimal subsidy for a photovoltaic
project. [27] singles out another disadvantage of subsidies:
conflict of interests between policy makers and renewable
energy producers. And presents policy changes to improve the
effectiveness of subsidies. In [28] and [29] the authors present
an appropriate subsidies policy to balance the benefit to the
private capital and the government’s budget. The goal of our
work is to change this paradigm by eliminating the need to
any subsidy.

The use of ML and AI in trading markets is experiencing
a surge. Nevertheless, in the power market field, the literature
combining both techniques is as yet very sparse. The paper
contributions are threefold. Firstly, it presents an integrated
ML framework and contrast it to the art. We find that a
wait-and-see strategy and QL provide the required reliability.
Secondly, a deep sequence-to-sequence model for energy spot
price prediction. Our approach is validated with Europe’s
leading power market and one of the most complex trading
pools. Lastly, a semi-homeomorphic homotopic transformation
applied to the DK2 electricity consumption and wholesale
prices analysis.
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III. PROBLEM STATEMENT

In modern electricity markets, power suppliers face the
problem of auto regulating the offered power. Mismatches
between offered and real output are settled in hefty balancing
markets. The HWPP energy allocating problem for an arbitrary
time frame Γ can be stated as the optimization problem (2),
i.e., minimize C(·), the trading cost, ∀t ∈ Γ. The optimization
variables are κ the share of energy to procure from the
wholesale market sm. The power from the hydro plant hm.
And the wind power to store in the hydro plant st.

The wind power allocated to the market wm is the differ-
ence between the farm’s total generation wf and the fraction
stored st in the hydro plant (2d).

The state of the hydro plant is hp; it has three mutually
exclusive modes of operation (1). In one mode the motors act
as generators (discharge). In a second mode the motors work
as pumps (charge). Thirdly, the sate remains unchanged (idle).

thp =





t−1
hp + tst ← charge
t−1
hp − thm ← discharge
t−1
hp ← idle.

(1)

The spot price is psm and balancing prices are pur and pdr
for up and down regulation respectively. The set of constrains
include: 1) Balancing supply St(·) and demand Dt (2b);
2) Mismatch tolerance ε; 3) The maximum energy supply (2c);
4) Wind power offer (2d) subject to the forecast F,twf ; 5) Power
to procure from the spot market (2e) in terms of the demand
forecast DF

t ; and 6) The hydro plant reservoir levels rmax and
rmin (2f) and (2g), respectively.

J = min
thp,κ

C(S(·),D, psm, κ) = (2a)

=

Γ∑

t=to

ptsm
t
sm + ptdr[St −Dt]+ + ptur[St −Dt]−,

s.t.
|St(·)−Dt| ≤ ε (2b)

St(
F,t
wf ,DF

t , 
t
hp, κ) ≤ κtsm + thm(thp) + twm, (2c)

twm = F,twf − tst (2d)

tsm = F,twf −DF
t − tst. (2e)

tst ≤ rmax (2f)

rmax ≥ thp ≥ rmin (2g)

0 ≤ κ ≤ 1 (2h)

where [x]+ := max(x, 0) and [x]− := min(x, 0). In this work,
D is a scalar and input to our model whereas S is a function
of the own generation of the HWPP and the energy procured.

The following section presents a flexible alternative to (2)
that self-adapts to market changes.

IV. THE META AGENT LEARNER
The agent is formed of several selves [30]. The energy

management is an analytics-driven consensus of all selves of
itself. Formally, the state of the HWPP, market and weather
compose the environment of the MAL. The agent has a
tiered structure that comprises analytics, an AI model and
reinforcement learning. It is composed of different phases
that are agents themselves. Thus the state and action of the
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Figure 1: Homotopic coordinate transformation. Plot 1b shows
the XY-plane view of the resulting Jordan curve.
decision-making agent is influenced by the beliefs of the other
intra-agents; this is the metareasoning. Those beliefs are, e.g.,
the wholesale price predictions made by the DS2S self. These
in turn are influenced by the Analytics instance of the self.
This metareasoning is the backbone of the decision-making.

The boxing is by the Data layer. The Data layer represents
the environment of the agent and links with the market and
weather data to reason about the state of the system. The MAL
decreases the overall trading cost in an incomplete information
setting. It forecasts wholesale prices, efficiently trades wind
power, smooths the supply curve with the pumped storage
system and runs it within safety operational levels.

A. Analytics

The task of the analytics phase is to extract endogenous
knowledge before attempting to forecast wholesale prices.
Driven by renewable integration, smart metering and demand
response, the information generated on energy markets consist
of sheer volumes of data. In addition, the data transmission
takes place in a short time frame just before real-time. The
flows are wisdom rich. However in the raw state the added
value is of poor relevance for decision-making. Before actions
are performed the MAL reasons and adds value on the data.

The a priori assumption, on the input, are seasonal patterns
of different time scales. An unsupervised classifier character-
izes the seasonality in various clusters. In addition, speeds up
the training of the DS2S phase.

We define a semi-homeomorphic homotopic coordinate
transformation such that, for a given year, the clustering is
confined to a Jordan curve. The homotopic map forms a
topological space for the directionality of time and the cyclic
nature of seasons such that f(x) : R → R2. Instead of
using a sequential counter, each time stamp of the input data
is transformed according to (3). January and December are
morphologically at the ends of the time line, however (3)
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Figure 2: DK2 hourly electricity spot prices from 2015 to 2017. Fig. (a) shows the raw values. Fig (b) shows the histograms
of the K-means clusters. 5 clusters are used: Low-low (LL), Low (LO), Mid (MI), High (HI) and High-high (HH).

reveals the periodicity hindered by time’s unidirectionality.

y1=sin

(
2πx

Ω

)
, y2=cos

(
2πx

Ω

)
,Ω=

τ∑

i=0

1{xi∈X}. (3)

Where X = {x1, x2, · · · , xτ} is the set of input values to the
Analytics phase. The time interval, τ , is typically one year.

The MAL utilizes the K-means algorithm to cluster the
seasonality. (4) minimizes the ‖·‖L2 of n data points to an
element Mk of a finite set M of centroids.

argmin
M

K∑

k=1

∑

xn∈Mk

‖xn − µk‖2. (4)

Voronoid algorithm iteratively finds a solution to (4). The
average complexity is O(KnI), where K is the number of
clusters and I the number of iterations. This implementations
guarantees a fast convergence. The algorithm initializes the
centroids and iterates two operations: a) update the clusters
with the data points closest to the centroids (5) and b)
recalculate the centroids given the new set of clusters (6).

Mk = {xn : ‖xn − µk‖ ≤ ‖xn − µl‖ ∀ l 6= k} (5)

µk =
1

Ck

∑

xn∈Mk

xn. (6)

The DA phase outputs the demand and spot price clusters.
Given space constraint we present only the resulting spot price
at the year scale in Fig. 2. The bars represent five price bands:
Low-Low, Middle, High and High-High. Further discussion
and the benefit of decreasing the entropy and skewness of the
raw data is presented in the following sections.

B. Deep Sequence-to-Sequence Recurrent Neural Network

This section details the DS2S phase of the MAL and
its implementation for spot energy price forecasting. The

Table I: Input Parameters.
Subset Value Unit

Date Hour Hr.
Weekday Mo → Su

Energy
exchange

SWE MW
GER MW
DK1 MW

Energy
price

Day-ahead e
System e
Up\Down regulation e
Balancing Consumption e
Price prediction e

Power

Primary production MW
Local production MW
Wind production MW
Solar production MW
Up\Down regulation MW
Demand MW

Forecast Wind power MW
Demand MW

architecture of this model accounts for temporal learning of
different scales such that predicting is done with an holistic
perspective. Hence in challenging large sequential datasets the
DS2S can performs better than neural network models [31].

Revenues from intermittent power trading depend on two
main factors: 1) The reliability of the committed power and
2) The accuracy of future wholesale prices.

The topology of the DS2S consists of vertically stacked
sequence-to-sequence recurrent neural networks. The Hidden
layer in Fig. 4 represents the LSTM stacked units. Energy
prices exhibit mean reversion of different timescales [32]. We
use the gated architecture of the LSTM to keep long-term
trends in memory in the short-term when decision-making is
done [33]. The Encoder receives the vector [d0, d1, · · · , dn]t

where n is the number of parameters. Table I summarizes the
elements of d. The output of the Decoder is the vector of spot
price predictions, [pt, pt+1, · · · , pt+T ]; T = 8. The case study
contrasts the prediction accuracy of the DS2S and thus the
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Table II: Components of the State of the System.

Class State definition

Energy Price
- psm(t-1)

- psm → monthly average up to psm(t-1)

Net Forecast - ∆E → forecasts difference Fwf (t) and DF(t)

Hydro Plant
- Difference between rup and rmax

up

- Difference between rup and safety threshold rthup
DS2S Energy
Price Prediction

- %→ psm(t) prediction
- θ → swing prediction of psm(t) w.r.t psm(t-1)

impact on trading cost of using the clusters or the raw values.
The input data is pre-processed in the Embedding layer.

A mask is applied to the input at this final stage. The
DS2S terminates the input and output sequences with <GO>
and <EOS> respectively. The purpose of the end-of-sentence
symbol is to unequivocally communicate the beginning of the
prediction phase and the end of the output sequence. The
decoder reverses the process. Before delivering the results the
decoder translates the output to meaningful values.

The decoder has two modes of operation. In training the
output of the RNN units is fed sequentially to the next
neighboring unit: ht → Xt+1. This is represented as the vector
p in the dashed boxes. Whereas, in predicting the feedback
becomes optional. Based on our empirical tests we chose not
to avail of this connection for forecasting.

C. Q-learning

The control phase of the agent solves problem (2) with
a multi-policy Q-learning algorithm. The set of actions of
the MAL are the share κ of the energy to procure from the
wholesale market sm, the power to discharge from the hydro
plant hm and the power to store from the wind farm st. The
decisions to be made upon these three variables have a twofold
aim. To achieve the first objective, the MAL seeks to balance
supply S (2c) and demand D at each trading slot t. Minimizing
the absolute value of the difference (2a) means less exposure
to the more volatile balancing markets. On the other hand, the
MAL grubs to guarantee secure operational levels of the hydro
plant, i.e., prevent overfilling the dam reservoirs beyond their
capacities and avoid dry running the hydro pumps.

To represent the state-action space of this problem we utilize
a boolean model similar to the Universal Smart Grid Agent
[34]. This guarantees scalability with respect to diversity of
HWPP configurations. The state space subsumes wind power
and consumption forecasts, Fwf and DF respectively, to gauge
the spot energy to procure (2e).

The state of the system s is a tuple that comprises four
classes: energy price, net energy forecast, pumped storage
and the DS2S energy price predictions. Table II shows the
definitions of each class.

The reward (7) is expressed as a wait-and-see conjunctive
function of the multiple policies controlled by the agent. The
domains (8)-(9) of the indicators in (7) are containers of the

100 101 102 103 104 105 106

Iterations

106

107

R
ew

ar
d

DDDQN
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Figure 3: Training of the QL and DDDQN.
agent’s objectives.

∆t
E = F, twf −DF

t

∆t
F = ∆t

E − tst + thm

Rt(s, a) = ptur[St −Dt]− − ptdr[St −Dt]+ − w1%∆t
Fκ

− w2r
t−1
up − w31{rt−1

up − rmax > 0}

− [w41{thm>0} + w5
t
st]1ξ (7)

− w61{thm>0}1χ

where

ξ = {% < psm(0 : t− 1) ∧∆E < 0 ∧∆E(t : t+ 8) < 0} (8)
χ = {¬[psm(t− 1) < % ∧ θ ∧ % > psm(0 : t− 1)] |

[∆E(t) > ∆E(t : t+ 8) ∧ r(t− 1) < rthup] ∧ (9)
∆E(t : t+ 8) < 0}

θ =

{
1 if psm(t) > psm(t− 1)

0 otherwise.
(10)

The domain ξ compares % against the average of the market
and the surplus or lack of forecast energy ∆E . χ checks 3
clauses: 1) Price prediction against current and averages and θ
a boolean prediction of sign change of the difference between
the current spot price and the next; 2) Compares the forecast
energy difference with the average energy mismatch ∆E and
the state of the pumped storage r and; 3) The expected energy
imbalance. wi are positive constants.

Innovative algorithms that build on top of Q-learning have
been found promising. We implemented the art and contrasted
the performance with respect to the foundational reinforcement
learning algorithm (11). A recent innovation, that has outper-
formed several benchmark video games, is the Dueling Double
Network for Deep Q Learning with Prioritized Experience
Replay (DDDQN) [35]. The two novelties of this architecture
are, firstly, a double network to estimate the value of the state
and the advantage of the action, respectively. Secondly, the
sampling process of the agent’s memory weighs more SARSA
memories that have more value to the agent and thus are
replayed more often during training.

Q(st,at)←(1−α)Q(st,at)+α[Rt+γmin
a
Q(st+1,a)] (11)

For our problem, the DDDQN did not provide better per-
formance of the agent. Despite the overhead and resource
intensive computations the learning speed and test results
perform worse than (11). In particular we find that the monthly
trading cost of the HWPP is at best comparable to the results of
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Figure 4: The architecture of the DS2S prediction instance are three main layers: Input, Hidden and Output. And the ancillary
Embedding layers. The Hidden layer consists of stacked LSTM cells.
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Figure 5: Maximum charge and minimum discharge of the
pumped storage by the DDDQN. The shaded area is the safe
operational region.
the (11). However, and more importantly, the operation of the
pumped storage is not completely reliable. DDDQN runs dry
or overflows 3% and 1% respectively (Fig. 5). The novelties
that have proven successful in other domain are not necessarily
applicable to a more volatile, state and action rich problem,
like the one at hand. Figure 3 contrast both realizations of Q-
learning. It can be seen that (11) converges faster to a better
results than DDDQN. The initial spread is attributable to the
anti-correlation memory sampling of DDDQN. In contrast to
problems where there exist states of low significance action-
wise (e.g. racing cars video game), in real-time control of
energy flows this is seldom true. Hence the splitting of the
network represents an overhead rather than a deeper insight
to the agent. The simple yet robust reinforcement learning
algorithm is better in managing the high frequency trading.

V. EXPERIMENTAL VALIDATION
The data for case study was obtained from NordPool. The

HWPP comprises a wind farm and hydro plant with installed
capacity of 100 MW and 12 MW respectively. The wind power
generation corresponds to a percentage of DK2.

The validation setup is from the procurement point of view,
i.e., cost (negative values) instead of revenue is considered.
The aim of the MAL is to reduce the cost incurred in
operating the HWPP, consequently reducing the exposure of

the renewable energy producer to the volatile markets. The
performance of the proposed agent is compared with three
traders and analyzed.

A. Market Data Processing

NordPool is integrated by the Scandinavian, Northern and
Baltic European countries and the United Kingdom. Genera-
tion and demand from East Denmark are considered in this
work. It can trade power via three intra-connectors: Great
Belt is the exchange of electricity between West and East
Denmark (DK1 and DK2), Continent exchanges power with
Germany, and Nordic sends and receives power from Norway
and Sweden.

The training set covers the time period from 1st January
2015 to 31st May 2017. The test dataset corresponds to the
months of June to August 2017.

The Data layer is summarized in Table I. The Energy
price category considers the different energy markets. For
instance, the wholesale price reflects the cleared bids and asks
submitted by retailers and producers. The System price reflects
the cost of energy without taking into account congestions.
Therefore it serves as a reference price for the NordPool areas.
The Energy exchange category is the bidirectional flow of
electricity between areas.

We have two levels of aggregation. The upper level com-
prises three patterns: yearly, weekly and daily. The lower level
breaks the upper level in 4, 2, 3 clusters respectively.

The results are in agreement with the expected regularity.
A gradual shifting from low, during the early hours, to high
demand starting shortly before midday and back again to the
low regime by the end of the day. The energy demand starts
to ramp up at 7 am and eases back at 9 pm. During the
low temperature months there is a higher demand than the
rest of the year. May to mid August are clustered as low
demand months. The transition months are from the latter half
of March to the end of April and from the last half of August
to the end of October. From January to mid March, November
and December as high demand months. The same day serves
as mid point on both March and August to prevent over-fitting.
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Figure 6a: Comparison of the TET cost of the HWPP. Each plot
shows the total cost for Perfect Information (PI), a Markovian
trader (MK), the MAL and average (Mc=x

avg ), and the VNN and
average (VNNc=1

avg ). We also contrast the Analytics phase by
switching it off and on, i.e., x∈{0,1} respectively.

This is not the case of the spot price (see Fig. 2a). To
quantify the degree of order between years we use Shan-
non’s entropy, H=−∑n

i=1piln(pi). The entropy of the energy
consumption for the years 2015 to 2017 is 1.1. A 30% less
than the spot price in the DK2 wholesale energy market. The
spot electricity prices in DK2, for the years 2015 to 2017, are
shown in Fig. 2a. In contrast to electricity demand, there is no
apparent pattern. However the Analytics with the coordinate
transformation (3) reveals a high-level clustering. Fig 2b shows
the relative frequency of 5 clusters, i.e., Low-low, Low, Mid,
High and High-high. It manifests the market and the actions of
the System Operator to maintain the wholesale price within the
low range. It is also noteworthy that the corrections to revert
back price escalations are now evident. In the three years span,
78.5% of the values are in the mid to low range clusters, almost
half of the spot prices, i.e. 46.2% are found in the low and
low-low ranges; whereas only 5.9% of the analyzed sample is
on the highest price band.

The added value of the DA instance can be seen in the
lowering of entropy and skewness. The raw electricity prices

Table III: Set of Actions Used on the Testbed.

Action Definition Unit Bit
Energy to Store st={0,.5,4,6} MW 0

Hydro Plant Usage hm={0,.5,1,6,10.5} MW 1

Wholesale Market κ∈{0,1} - 2

present 8.19 and 1.9 respectively, whereas the entropy and
skewness of the clustered data is 1.5 and 0.3 respectively.

B. Results and Analysis

We generated multiple prediction sets to collect the total
energy trading (TET) cost per month. To train the DS2S we
tried a varying number of epochs. The predictions with 350
epochs had the best trade-off between accuracy and statistics.
The results and statistics correspond to 70 prediction sets of
the DS2S.

Figure 6 shows the comparison of the MAL with three
traders. First, the yellow line represents the perfect information
case, i.e. assuming complete knowledge of future conditions.
Second, the red line is the result of markovian trading; it
regards the current price to be independent of the past given
the last event. Thirdly, the DS2S is replaced with a VNN.
Lastly, we also contrast the clustering instance, represented
by MALc=1, from the non-clustered data, MALc=0.

The MAL vanquishes the markovian scheme in all predic-
tion sets in the three test months. It can be seen the effect
of the Analytics phase. The MAL achieves lower costs with
clustered data. Moreover, when the Analytics was off the
trading cost were higher than those of the markovian scheme
of the latter two months, see Fig. 3b and 3c. With respect to
the prediction phase, the DS2S estimates substantially better
the energy prices than a standard implementation of an ANN.

Figure 7 shows the statistical contrast of the TET cost with
MALc=1, MALc=0 and VNN. The first and third quartiles and
the minimum and maximum values of MALc=1 result in better
performance than its counterparts with MALc=0 and the VNN
instead of the DS2S. With clustering, the average TET cost
for the month of July is 3% lower than without clustering and
2.4% than the markovian trader. The variance of the DS2S is
on average 28% lower than with the VNN.

C. Discussion

The discrete values allowed for wind storage and hydro
power withdraw are chosen such that the agent can avail
from a sparse yet sufficient range. Table III summarizes the
possible actions. The allowed actions are in relation to the
capacity of the hydro plant. These are easily customizable for
other configurations of the HWPP. Bit is a string-encoding-
structure that distinguishes all possible action combinations.
For instance, the string 030 (see Action in Fig. 8) represents
no storage of wind energy, discharge 6 MW from the hydro
plant and no procurement from the wholesale market.

Figure 8 shows the hourly costs and control of the HWPP,
the wholesale price, demand, wind power, and hydro usage.
The MAL learns a cost-effective charge/discharges of the
hydro plant. It discharges the hydro plant when there is lack
of wind power. The effect of the wait-and-see strategy can be

aThe two topmost graphs share the x axis scale of the lowest graph.
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seen in holding the hydro capacity and discharging when the
spot price is disadvantageous. For example, the shaded areas
highlight a discharge of the hydro plant to cover the lack of
wind power. However, based on the predictions, waits until a
peak price. Also, prevents wind spillage and curtailment by
pumping water to the reservoir when the spot price is low or
with surplus wind power (left most shaded area).
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Figure 7: Comparison of the DS2S and a vanilla ANN.
Quartiles and mean of the TET cost with and without the
Analytics phase, c∈{1,0} respectively for the DS2S.

In the MAL, the analytics on spot energy prices reduced the
entropy 82% and skewness 84%. In contrast to a vanilla ANN
the DS2S the better predictions served to lower the trading
costs. The kurtosis of the hourly costs is 2.2 characteristic of
a platykurtic distribution: fewer extreme outliers. In contrast to
other algorithms the MAL is better in terms of both prediction
accuracy and dispatch learning.

The robustness of MAL is tested with random outages of
the hydro plant and/or the wind farm. As a consequence of
lack of internal energy capacity, the results show an increase
in the overall TPC as expected. However of more significance
is the control of the hydro plant. In Fig. 9 we observe that the
outages does not impact the management of the flows by either
dry running or overflowing the reservoirs. The shaded areas of
the figure υ stands for wind power outage, ζ for a failure of
the hydro plant and in λ both plants are out of service. In the
first outage event, both plants are out for a period of 5 hrs.
Followed by the hydro plant for 24 hrs. Lastly, in the third
event the wind plant is out of service for 24 hrs.

VI. CONCLUSION
In this work we presented a solution to automate the

management of a hybrid power producer. Our contributions
are threefold. The MAL, a meta agent to orchestrate the
energy trading of the HWPP. Second, a short- and long-
term memory sequential network to estimate electricity prices.
Third, a through analysis of energy consumption and prices of
real-valued market data. The MAL consists of a metareasoning
structure of Data Analytics, a sequential price prediction model
and Machine Learning.

The Data Analytics gathers and clusters the streams of
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Figure 8a: Management of the HWPP for July 2017.
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Figure 9a: Management of the HWPP with power outages for
July 2017. υ and ζ are the time periods with wind or hydro
outage respectively. In λ both plants are out of service.
market data. The AI phase is a deep sequence-to-sequence
model that predict future wholesale energy prices. The RL
consists of a multi-policy Q-Learning algorithm to allocate
the HWPP generation and operate the hydro pumped plant.

The MAL was trained with data from NoordPool and
tested in the eastern Danish market setting. The results show
the foundational Q-learning algorithm is more robust than
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recent innovations. In particular, a reliable operation of the
pumped storage was accomplished in all validation runs. The
performance of the MAL was contrasted with three agents. A
trader with perfect information, i.e., access to future energy
prices, a markovian agent and replacing the DS2S instance of
the MAL with a vanilla artificial neural network.

The MAL brings together energy and the stat-of-the-art in
machine intelligence. The work facilitates the integration of
renewables reducing the gap of self-sustainment and support-
free markets. A direct impact of this could be seeing in lower
energy tariffs to electricity customers and seamless increase of
the renewable quota. Suggestion for future studies include in-
corporation of decentralized contracts and edge energy trading
to explore a P2P energy market.
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Appendix F

Details of Techniques used in the

Thesis

This appendix presents the technical details of the algorithms used in the thesis.

The first part includes the description of the objective function minimized by the

RGAn and the hyperparameters used for both implementations of the genetic

algorithm. The second part describes the reinforcement learning, neural networks

and the hyperparameters used in the energy trader agent.

RGAn

To find an approximate solution to the Nash equilibrium I designed the

RGAn; a solver based on the Genetic Algorithm. The population pool size is fix

and consists of 100, 000 chromosomes. Each chromosome represent a potential

equilibrium portfolio for each LSE, more specifically the share of energy to procure

from the CG and the share to procure from the WPP.

The RGAn uses crossover and mutation to evolve the members of the population

pool. The selection of the mutation rate parameter was done empirically. To

accomplish this I ran the solver for different rates to quantify the effect upon

the final result. This derived in a mutation rate equal to 0.35. With respect to

the crossover, I used random single point. This means that the offspring gets its
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first genes from parent A and the genes after the crossover point from parent B.

At each iteration the location of the crossover point is selected randomly from a

uniform distribution.

Based on the objective function evaluation if the resulting offspring is rejected

this triggers a routine in the solver for controlled acceptance. The motivation

behind not implementing the Elitism Selection strategy of the SGA is to provide

a mechanism for fast escape from local minimum. The routine first measures

the Euclidean distance of this offspring with respect to the worst member in

the population. Then the control is regulated by a fixed temperature parameter

T = 0.5. In the long run, the algorithm seeks that the probability of keeping these

offspring in the pool is 50%.

To contrast the performance of both algorithms I used the same hyperpa-

rameters: number of iterations, initial population, population size, crossover and

mutation rates.

The equilibrium point is a distribution over the pure strategy set that in

expectation has the same level of risk as a portfolio comprising of only the low risk

strategy. The RGAn minimizes the risk deviation from the diversified portfolio

with respect to low risk but costlier portfolio. Thus the objective function of

the RGAn solver is to minimize the absolute value of the difference, for each

load serving entity, between 1) the expected utility for choosing the low risk pure

strategy and 2) the expected utility of choosing the high risk pure strategy; given

all other players chosen strategies in both scenarios. For a player i ∈ N the

expected utility of choosing the strategy LR is 1) the cost of procuring energy from

the CG source multiplied by the weight it has in the portfolio taking into account

other players also selecting this strategy plus 2) the cost of procuring energy also

from the CG but multiplied by the corresponding weight in the portfolio taking

into consideration the number of other players with HR as the played strategy.

Then the expected utility of selecting the other pure strategy (i.e., HR) is calculated
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similarly as in the previous case however in this scenario the cost incurred by the

LSE corresponds to procuring energy from the WPP; like before the proportions

that constitute the portfolio are influenced by the decisions of the other players in

N . When this two expectation coincide the resulting mix is then the equilibrium

diversified energy portfolio.

BinaryTable is a way of retrieving in a fast way the total number of players

choosing the same pure strategy and the LT contract price. It does this by

indexing the combination of players willing to sign a contract with the LR or with

the HR power source. So instead of counting every time which players are active

in a given strategy I indexed the paths of the binary tree thus when doing the

depth first search I get the total number of players in either sigma or beta via the

BinaryTable through the index.

Agent Trading

The DA instance of the agent uses K-means clustering algorithm. The algo-

rithm is also known as Lloyd’s algorithm or Voronoi Iteration [44]. There are

two main steps that iterate sequentially [59]. In the first step the data points are

assigned to the cluster with the closest mean in an Euclidean sense. The second

step recalculates the means of the clusters. The nearest mean clustering operation

results in a Voronoi partition.

In Appendix E I used Q-learning, a model free reinforcement learning algorithm,

to dispatch the HWPP. The algorithm determines a policy that maps from states

to actions. The state of the system s is a 4-tuple: energy price, net energy

forecast, pumped storage and the DS2S energy price predictions. Table F.1 shows

the definitions of each element. There are two objectives that need to be met

concurrently. The first is to balance supply and demand. And the safe operation

of the HWPP, i.e., avoid overflowing or dry running the pumped storage. I use a

boolean model for the latter. From the perspective of the control this approach

provides scalability and robustness, the Reward function is agnostic to any specifics
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Table F.1 Components of the State of the System.

Class State definition

Energy Price
- psm(t-1)

- psm → monthly average up to psm(t-1)

Net Forecast - ∆E → forecasts difference ȷFwf (t) and DF(t)

Hydro Plant
- Difference between rup and rmax

up

- Difference between rup and safety threshold rthup

DS2S Energy
Price Prediction

- ϱ→ psm(t) prediction
- θ → sing prediction of psm(t) - psm(t-1)

of the HWPP system. The robustness is tested with random outages of the pumped

storage and the wind farm. The boolean model is composed of conjuncted clauses

that include several predicates. The predicates are the mechanism to model

the state of the HWPP. The boolean model forms the backbone of the reward

function in the Q-learning algorithm. In addition, at each trading time, the energy

unbalance is penalize. In the case study I used Nordpool’s regulating market

data. In this market positive and negative unbalances are priced as up and down

regulation (see Section IV-C in Appendix E). To train both algorithms: QL and

DDDQN, I use ϵ-greedy. The hyperparameters can be seen in table F.2. At

the core DDDQN utilizes the same updating scheme as Q-learning however it

decouples the state-action space in two networks: 1) value of the state and 2)

benefit obtained from the action. The stacked states passes through 3 convolution

networks, the output is flatten and split in the two networks. The stack size

corresponds to the number of previous states to keep with the current state. Table

F.3 show the particular details of the DDDQN implementation. The coding was

done in Python with the Tensorflow API. The hardware consisted of two Tesla

K20m GPUs managed with CUDA version 10.1.



127

Table F.2 Training hyperparameters for QL and DDDQN.

Hyperparameter Value

Exploration
probability ϵt

ϵmax = 1.0, ϵmin = 0.01, δ = 0.00005

ϵt = ϵmin + (ϵmax − ϵmin)e
−δt

Learning rate α 0.00025

Discount factor γ 0.95

Table F.3 DDDQN network details and hyperparameters.

Hyperparameter Value

Convolutional networks 3

Fully connected layers 2

Stack size 4

State size [100,140,4]

Episodes 5000

Steps per episode 744

Batch size 64

Q network update step 1000

Initial stored events 100

Memory size 100000
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The performance of the agent was contrasted with the DS2S replaced with a

vanilla neural network (VNN). The VNN is a simple feed-forward neural network

(FFNN) consisting of weights and biases yet it contains all the basic elements

of a neural network. The motivation for using the VNN was to show that the

architecture lacks a mechanism to distinguish among trends of different timescales

In particular with energy, given the lack of storability of scale, the dynamics are

significantly different from other commodities. Electricity wholesale prices exhibit

sudden escalations of short duration and a mean reversion process. A solution that

accounts theses specific characteristics is the long-short-term-memory topology

(the gates) of the LSTM.

For both implementations, the optimizer, number of epochs and learning rate

are the same: Root-mean-square-propagation, 350 and 0.0001, respectively. The

inputs to both forecast engines are the same however the internal structure differs.

The architecture of the former can be seen in Appendix E, it consists of the

encoder layer (the equivalent of the input layer in the FFNN), 4 vertically stacked

layers of 64 LSTM neurons and the decoder layer (the equivalent of the output

layer in the FFNN). The VNN uses a Sigmoid activation function and consists of

the input layer, 2 fully connected hidden layers with 24 neurons per layer and the

output layer. The distinctive feature of the LSTM are the activation functions

inside each cell. This captures nonlinearities better than the traditional nodes in

the FFNN. Internally each LSTM contains 3 Sigmoid and 2 Hyperbolic Tangent

activation functions. These activation functions in conjunction with pointwise

operations build the Gated structure of the cell. The gates and the recurrent

coupling of the cells provide the mechanism for the whole network to discard

non essential data (the left-most sigmoid function), update stored data (center

sigmoid and tanh functions) and output the results based on the state of the cell

(right-most sigmoid and tanh functions).
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