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Abstract

This thesis presents a purely empirical approach for the estimation of effective
bandwidth of aggregated traffic flows, suitably accurate for use within traffic en-
gineering based network performance optimisation strategies, such as QoS-aware
network planning and admission control. The effective bandwidth estimation al-
gorithm proposed, is an off-line approach, which uses a packet trace collected from
the network and processes it through a FIFO queue. Based on queue buffer analy-
sis, an appropriate queue service rate for the FIFO queue that ensures stated QoS
targets on packet delay are maintained is chosen to represent the effective band-
width estimation of the packet trace. The algorithm is evaluated in two traffic
engineering based scenarios. The first is a cost efficient process for establishing
a network-wide demand matrix from available network accounting data. We use
effective bandwidth coefficients to enhance such a demand matrix for QoS-aware
network planning. This process is demonstrated to be reasonably accurate for the
scenarios we consider, and importantly at a fraction of the operational and capital
expenditure that would be incurred by the deployment and operation of a direct
measurement approach. Secondly, we propose two empirical effective bandwidth
estimation based IPTV focussed admission control algorithms suitable for opti-
mising utilisation of bandwidth while maintaining QoS targets on packet delay of
admitted traffic. The first algorithm employs a simple evaluation of whether there
is sufficient bandwidth available to ensure, with an appropriate degree of confi-
dence, that QoS targets will not be violated if a requested flow is admitted. The
second algorithm utilises information within the admission control process relating
to the cost, duration and request frequency of specific IPTV content to prioritise
flows that maximise revenue.
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Chapter 1

Introduction

Quality of Service (QoS) control of traffic within a communications network is crucial for

successful generation of revenue for the network operator. The network operator wishes

to guarantee QoS of traffic while optimising the utilisation of network resources. Central

to a network performance optimisation strategy for QoS control is the estimation of

effective bandwidth, which is the minimum amount of bandwidth required on a link to

maintain QoS targets of a traffic flow (Kelly, 1996). However the estimation of effective

bandwidth is a non trivial task. Traditional approaches that are reliant on traffic model

assumptions to estimate this value, can lead to sub-optimal utilisation of bandwidth

resources, if used for performance optimisation. This thesis presents a purely empirical

approach to effective bandwidth estimation that is suitable for the accurate estimation

of minimum bandwidth requirements of a traffic flow, to maintain set QoS targets,

independent of traffic model assumptions.

Current communication networks offer a variety of services to the customers in-

cluding Video on Demand (VoD), Voice over IP (VoIP), IP Television (IPTV), as well

as data services such as HTTP, email and FTP. Offering these services in compliance

with contractual Service Level Agreements (SLA) to customers, is the main driver of

revenue generation for the network operator. To ensure the QoS of traffic is provisioned

correctly within the network while optimising bandwidth utilisation, the operator em-

ploys various traffic engineering strategies, all dependent on the accurate estimations

of effective bandwidth. However it is accepted that effective bandwidth estimation

approaches relying only on strict traffic model assumptions often lead to sub-optimal

bandwidth utilisation and/or QoS control of traffic.

1



1.1 Main Contributions

The following are a set of requirements the network operator must adhere to when

developing performance optimisation strategies for QoS control within the network:

• Maintain SLAs and QoS: The network operator has a responsibility to its

customers to maintain contractual SLAs in the provisioning of any services over its

network. The reason for this is that customers are the main source of revenue for

the network operator and failure to meet SLAs can result in loss of revenue. The

network operator must ensure that any methods of QoS control employed must be

suitable to the variety of services offered over the communications network. This

includes the ability to control QoS for diverse traffic requirements and support the

introduction of new services with ease. The approach must be able to deal with

a range of traffic characteristics such as traffic aggregation and traffic smoothing.

• Maximise Resource Utilisation: The network operator wishes to ensure that

investment in infrastructure is warranted through ensuring available resources

are being used to the maximum of their potential, within the constraints of SLA

compliant service delivery.

• Maximise Profit: The network operator wishes to maximise resource utilisation

while maintaining customer satisfaction, at minimal cost of operational and cap-

ital expenditure. The network operator strives to increase the total profit of the

business through ensuring SLA compliant service delivery and optimal resource

utilisation with minimal operational and capital expenditure.

In this thesis we show how our purely empirical effective bandwidth estimation

approach can be used as input to performance optimisation strategies for QoS control

of traffic within the network. We focus on aspects of two processes, namely: long-term

network planning and short term admission control for IPTV flows.

1.1 Main Contributions

The thesis contributes to the area of QoS control within communication networks. It

specifically addresses the estimation of effective bandwidth of real traffic flows with

set QoS targets on packet delay, and uses such estimates in two performance optimi-

sation strategies for QoS control: network planning and admission control. The main

contributions are:
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• A comprehensive examination and analysis of the performance of traffic model

reliant effective bandwidth estimation approaches and justification for the use of

a purely empirical effective bandwidth estimation approach (Davy et al., 2006),

incorporating:

– The specification of a purely empirical effective bandwidth estimation algo-

rithm and demonstration of its suitability for use within a communications

network.

– A comprehensive analysis of traffic model reliant effective bandwidth es-

timation approaches versus a purely empirical approach for use with real

traffic flows under a number of scenarios involving varying traffic types, QoS

targets and traffic aggregation.

• A process for supplying appropriate QoS related input to the network planning

process at minimal operational and capital expenditure to the network operator

(Davy et al., 2007b,c), incorporating:

– Specification of a process for the estimation of a demand matrix from avail-

able network accounting data, which is enhanced using effective bandwidth

coefficients to be cognisant of QoS related characteristics of traffic.

– An evaluation of the accuracy of such an approach and identification of its

limitations with respect to providing appropriate QoS related information

to the network planning process.

– A comprehensive economic analysis of the proposed process against a di-

rect estimation approach to estimating the demand matrix, justifying the

former’s effectiveness at minimising operational and capital expenditure for

the network operator in supplying appropriate input to the network planning

process.

• The proposition of two IPTV focussed admission control algorithms based on

purely empirical effective bandwidth estimations (Davy et al., 2007a, 2008), in-

corporating:
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– An evaluation of a number of traffic model reliant effective bandwidth based

admission control algorithms with respect to their effectiveness in maintain-

ing QoS targets of admitted traffic and bandwidth utilisation during periods

of high network load.

– The proposition and evaluation of two admission control algorithms based

on purely empirical effective bandwidth estimation. The first algorithm em-

ploys a simple evaluation of whether there is sufficient bandwidth available

to support the admission of a requesting service without impacting QoS

performance. The second algorithm utilises information relating to the cost,

duration and request frequency of specific IPTV content to prioritise flows

that maximise revenue for the network operator at the time of admission.

1.2 Main Conclusions

The main conclusion of this thesis is that current performance optimisation strate-

gies for QoS control can be improved through the use of a purely empirical method

of effective bandwidth estimation. As a result, traffic engineering based performance

optimisation strategies can more accurately provision bandwidth resources whilst en-

suring QoS targets of traffic are maintained. The thesis demonstrates flaws with traffic

model reliant approaches for estimating effective bandwidth and the negative effect

using these approaches can have on the performance of the network. In detail the main

conclusions are:

• Traffic model reliant effective bandwidth estimation algorithms are unable to cap-

ture the affect statistical multiplexing has on effective bandwidth of aggregated

traffic flows. This has a direct impact on the dependability of performance optimi-

sation strategies for QoS control of traffic. The reason for this is their reliance on

traffic models that do not adequately model the effect of statistical multiplexing

on the effective bandwidth of aggregated traffic flows.

• A purely empirical estimation of effective bandwidth is independent of any traffic

model assumptions. The approach can accurately estimate effective bandwidth

requirements of real traffic flows, and can also capture the affect statistical mul-

tiplexing has on the effective bandwidth of aggregated traffic flows. Such an
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approach ensures that performance optimisation strategies for QoS control em-

ploying these estimations efficiently use available bandwidth whilst maintaining

QoS targets of traffic.

• Current methods for reducing the cost of supplying demand matrix information

to the network planning process reduce the accuracy of the estimated demand

matrix. These approaches can only collect a limited amount of packet level metrics

such as packet delay, loss and jitter, as summarisation and sampling methods are

employed. We outline a process of enhancing such a prepared demand matrix

to ensure the information supplied to the QoS-aware network planning process is

suitably accurate.

• Analysis of the process used to enhance the demand matrix through capturing

a relationship between mean throughput from edge to edge of the network and

associated effective bandwidth requirements, shows that the approach can esti-

mate effective bandwidth requirements of traffic aggregates to within 10 - 15%

accuracy, for the representative scenarios explored. We believe that this level of

accuracy is viable for network planning as planning for future traffic demands is

dependent on human behaviour patterns, which can not be predicted with a high

degree of certainty.

• Based on an economic analysis, we find that a reduction in operational and capital

expenditure of up to 80% can be gained by the network operator within the pro-

cess of supplying QoS related demand matrix information to the network planning

process through the use of our approach in comparison to a direct measurement

approach.

• Using traffic model reliant approaches to estimate effective bandwidth for ad-

mission control strategies can lead to sub-optimal utilisation of bandwidth and

control of QoS for admitted traffic during periods of high network load. By using

a purely empirical approach for effective bandwidth estimation, our IPTV focused

admission control algorithms, can guarantee that admitted traffic will maintain

QoS targets at the point of admission to the network.

• We demonstrate that a revenue optimisation strategy can be employed within

the IPTV focused admission control decision process, which can both ensure QoS
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targets of admitted traffic are maintained and maximise revenue over a period

of high network load by prioritising flows that maximise revenue for the network

operator.

1.3 Thesis Outline

Chapter 2 initially introduces concepts of traffic engineering within communications

networks. The chapter introduces important traffic metrics and measurement archi-

tectures standardised by the Internet Engineering Task Force (IETF). It goes on to

discuss a number of key areas in network management including the QoS control and

network accounting. The particular scenario of IPTV is introduced and architectural

and QoS considerations are discussed. This is followed by a discussion of specific aspects

of performance optimisation strategies employed for QoS control in line with network

operator requirements over different time scales. These areas are effective bandwidth

estimation, QoS related demand matrix estimation in support of long term network

planning and finally, admission control and its effectiveness at managing QoS control

of traffic over the short term. The chapter concludes with a motivation for the work

within this thesis through identification of open research areas to be addressed.

Chapter 3 specifies a purely empirical effective bandwidth estimation algorithm, and

performs a comparison against two traffic model reliant effective bandwidth estimation

approaches. The chapter identifies weaknesses with the traffic model reliant methods

for usage within a communications network. It goes on to perform an evaluation of the

purely effective bandwidth estimation algorithm, with regards to control variables that

can impact the performance of the algorithm.

Chapter 4 addresses the issue of supplying appropriate input to the network plan-

ning process. In the chapter the QSPlan process that uses available accounting data to

supply this information with the intention of reducing operational and capital expen-

diture for the network operator is specified. In QoSPlan a method of enhancing the

demand matrix with QoS related information through the use of the effective band-

width coefficient is utilised. The chapter finishes with a comparative economic analysis

of both a direct measurement approach and the QoSPlan approach of establishing vi-

able input to the network planning process.
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Chapter 5 provides an in-depth analysis of the performance of hybrid admission

control algorithms within the scenario of IPTV service delivery. The chapter identifies

the failures of the reviewed algorithms with respect to QoS control over aggregated

traffic flows and efficient bandwidth estimation during times of high network load. The

chapter proposes two admission control algorithms based on empirical estimation of

effective bandwidth that are designed to address the failures of the reviewed admission

control algorithms. The rst algorithm employs a simple evaluation of whether there is

sufcient bandwidth available to ensure, with an appropriate degree of condence, that

QoS targets will not be violated if a requested ow is admitted. The second admission

control algorithm proposes a method of revenue maximisation during times of high

network load. The algorithm uses IPTV specific content information such as cost,

duration and frequency of requests, to prioritise flows that maximise revenue to the

network operator at the time of admission.

Chapter 6 summarises the main results and conclusions of the work, discussing

the suitability of the purely empirical effective bandwidth estimation algorithm for

deployment in a network performance optimisation strategy for QoS control within

a communications network. The chapter finishes with a discussion of future work

activities.
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Chapter 2

Background Information and

Literature Review

This chapter provides an overview of the state of the art regarding Quality of Service

(QoS) control of communications networks. §2.1 discusses background information

relating to traffic engineering in general, discussing two key areas central to traffic

engineering: measurement and optimisation. The section finally introduces IPTV,

discussing architectural and QoS considerations. With respect to these processes, §2.2

provides an in depth review of available literature regarding the areas we are particularly

interested in; effective bandwidth estimation, demand matrix estimation for network

planning and admission control. Finally §2.3 concludes this chapter with a summary

of the work reviewed and a motivation for the work described in the remainder of this

thesis.

2.1 Background Information

QoS control is defined as the process of ensuring packet level guarantees on the perfor-

mance of traffic across the network (Campbell et al., 1994). To ensure traffic is delivered

to the customer within QoS constrained Service Level Agreements over a range of time

scales, the network operator must perform various traffic engineering activities (Aw-

duche et al., 2002). This section gives an introduction to the basic concepts of QoS

control within the communications network.
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Figure 2.1: IETF Traffic Engineering (Awduche et al., 2002).

2.1.1 Traffic Engineering

The IETF define traffic engineering as the aspect of network engineering that deals

with the issue of performance evaluation and performance optimisation of the commu-

nications network (Awduche et al., 2002). A core objective of the network operator is

to achieve this as cost efficiently as possible (Gupta, 1985).

As can be seen in Fig.2.1, the process consists of three phases, measurement, mod-

elling and optimisation:

• The process of measurement, as described in section 2.1.2.2, determines the cur-

rent demand on the network over various time-scales. Measurement also serves

as feedback into the optimisation process as indication on whether particular

optimisation strategies are improving network performance;

• The modelling process is aimed at understanding the problem domain being op-

timised. Within the domain of traffic engineering, models are developed to gain

an understanding of such elements as user behaviour, diurnal trends, as well as

the actual traffic models within the network;

• Finally optimisation, can be considered as a range of steps, depending on the

optimisation goal and the time frame. These steps may include long-term net-

work planning activities such as ensuring adequate capacity is available for future
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customer demand, routing and topology design or short-term objectives such as

queue management, packet scheduling and admission control.

We now discuss the aspects of these three phases relevant to this thesis: traffic

modelling, long term network planning, short term admission control and effective

bandwidth estimation.

2.1.1.1 Traffic modelling

Traffic modelling is a method of theoretically representing the behaviour of packet or

flow level characteristics for a traffic source. A traffic model is quite useful for evaluation

and proposition of various performance optimisation strategies within the network.

Traditionally, packet arrival processes were modelled following a Poisson process, or

using Markov Chains for more complex behavioural patterns. At a flow level, packet

trains have been proposed as a method of modelling various traffic characteristics such

as packet train size and packet train length (Jain & Routhier, 1986). This method

has been successfully used to model traffic for the purpose of traffic classification, as

discussed by Divakaran et al. (2006).

Research has shown that network traffic can exhibit rate variations over multiple

time scales, leading to behavioural patterns such as self-similarity1 within traffic. In

such cases, traffic is quite difficult to model accurately. A wide range of publications

have analysed this area highlighting the difficulties in modelling such traffic with general

probability distributions; examples include: (Gong et al., 2005; Leland et al., 1994;

Mansfield et al., 2001).

A common method of detecting self-similarity is by measuring the Hurst2 parameter

of traffic. The Hurst parameter is non-deterministic in that it expresses what is actually

observed within the data; it is not calculated so much as it is estimated. Therefore the

measurement of self-similarity of traffic is dependent on the collection of data (or packet

traces3) from the network. Within this case, we see how traffic measurements assist
1A self-similar object is exactly or approximately similar to a part of itself (Mansfield et al., 2001).

Within the domain of traffic rate variation, it relates to similar rate throughput at different time scales

(seconds, hours, days).
2The Hurst parameter is referred to as the index of dispendence, and is the relative tendency of a

time series to either strongly regress to the mean or cluster in a direction
3From our perspective, a packet trace is a time series of packet sizes, consisting of packet time inter

arrival time in seconds and packet size in bits.
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the development of a traffic model.

2.1.1.2 Optimisation

Network performance optimisation can be used to both remedy a problem that has

occurred or that is incipient, or to improve network performance even when problems

do not exist and are not anticipated. It is considered a continual process that usually

consists of realtime optimisation and non-realtime network planning, the difference

being the relative time scale and granularity of actions (Awduche et al., 2002).

An objective of realtime performance optimisation is to control the mapping and

distribution of traffic over the network with the objective of controlling congestion,

assuring QoS guaranteed service delivery and optimising resource utilisation. Realtime

optimisation deals with random incidents such as link failure or shifts in traffic demand,

which can affect network performance over small to medium time scales (microseconds

to minutes or hours), irrespective of how well a network is designed. Techniques for

realtime optimisation include queue management, packet scheduling, and admission

control. Network planning focuses on actions to evolve the architecture, technology,

topology and capacity of the network systematically. This process is required to opti-

mise the long term performance of the network, to support traffic growth and changes

in traffic demands over time. Network planning and realtime performance optimisation

processes operate together, to optimise network performance over both the short and

long term.

A well-planned and designed network makes real-time optimisation easier, while

a systematic approach to real-time network performance optimisation allows network

planning to focus on long term issues rather than tactical considerations. Systematic

real-time network performance optimisation also provides valuable inputs and insights

into network planning. Core to both network planning and realtime network perfor-

mance optimisation is the measurement of traffic demands over appropriate time scales.

We now discuss traffic measurement in further detail and discuss the importance of this

process with regards traffic engineering over different time scales.

2.1.2 Traffic Measurement

The measurement and collection of traffic metrics are central to any traffic performance

optimisation process, whether this be long term network planning or short term ad-

11



2.1 Background Information

mission control. This section discusses the topic of traffic metrics and measurement

architectures in more detail.

2.1.2.1 Traffic Metrics

A primary method of evaluating the performance of a network is through the collection

and analysis of various traffic metrics. The IETF IP Performance Metrics (IPPM)

(Paxson et al., 1998) working group has defined a set of such metrics for collection and

analysis. The four primary performance metrics are bandwidth, delay, jitter and loss.

Bandwidth Bandwidth is defined as the volume of traffic that traverses a point

(link or node), in a given period of time. Bandwidth is usually measured in bits

per second (bps). A particular metric associated with bandwidth is Bulk Transfer

Capacity (BTC), that defines the maximum transfer capacity between two nodes within

a network (Mathis & Allman, 2001). BTC is calculated as:

BTC =
datasent
timeelapsed

(2.1)

One-Way delay metric The one-way delay metric is a measure of end-to-end packet

delay, defined by the IETF IPPM (Almes et al., 1999a) and is measured as the sum-

mation of a number of delay factors that contribute to delay of a packet as it traverses

the network, specifically:

• Transmission delay: Time required to push all of a packet’s bits onto the link.

• Propagation delay: Delay experienced by a packet traversing a digital circuit.

• Queue delay: Delay experienced by a packet waiting in a queue to be served.

Each of these factors can be minimised to reduce delay across the network. As

transmission delay is dependent on link capacity, when a link is upgraded, transmission

delay will be reduced for packets traversing that link. The same goes for propagation

delay, which can only be reduced with a packet forwarding device hardware upgrade.

Similarly, queue buffers can be adjusted dynamically to reduce queue-waiting times.

The IETF IPPM also define a round trip packet delay metric (Almes et al., 1999c) that

includes a return delay time back to the originating node. Packet delay can degrade
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the performance of applications operating over the network and can also limit the total

amount of bandwidth available within the network as less traffic is transferred over a

period of time.

Jitter Packet jitter, or packet delay variation (Demichelis & Chimento, 2002), is

the measure of the variation in packet delay between a particular set of packets from

some base value such as mean packet delay. Packets taking alternative routes over the

network, where the combination of delay factors can result in different one-way packet

delays over different routes, generally cause packet delay variation.

Loss Packet loss is defined as the proportion of packets sent but not received at a node

and is measured as a percentage or proportion of packets lost over total packets sent.

The IETF IPPM has defined the one-way packet loss metric in (Almes et al., 1999b)

and also the packet loss pattern metric (Koodli & Ravikanth, 2002) to identify packet

loss patterns within the network. Packet loss can be caused by queue buffer overflow,

where packets are dropped at an interface when the queue buffer is completely full at

the time of packet arrival. The occurrence of packet loss is a major concern within a

heavily congested network as the probability of buffer overflow increases.

2.1.2.2 Measurement Architectures

The IETF has defined a number of network measurement architectures to support per-

formance analysis and various other duties such as network accounting and auditing.

These architectures are predominately based on passive measurement, where traffic

traversing the network is collected for the purpose of monitoring and recording met-

rics. Active based network monitoring approaches inject packets into the network for

monitoring purposes. This section focuses on the passive architectures developed by

the IETF.

SNMP and RMON The Simple Network Management Protocol (SNMP) (Case

et al., 1990) was proposed by the IETF as a method of controlling network elements

in a standardised fashion. The Remote Network Monitoring Architecture (RMON)

(Waldbusser, 1991) was subsequently developed as an extension to this protocol to

enable applications to gain access to network monitoring information, available within
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Manager

Meter Meter Reader Analysis Application

Figure 2.2: Real-time Traffic Flow Measurement (RTFM) Architecture.

the network elements. The objective of RMON is to enable efficient monitoring of

network elements using dedicated devices such as network analysers, monitors and

probes. RMON has a defined Management Information Base Module (Waldbusser,

1995) for SNMP.

Real-time Traffic Flow Measurement Architecture The Real-time Traffic Flow

Measurement Architecture (RTFM) (Brownlee, 1999; Brownlee et al., 1999) was devel-

oped to provide network operators with a standard method of monitoring traffic flows

within the network. The architecture distinguishes between three measurement entities,

namely a traffic meter, a meter reader and a manager, as illustrated in Fig. 2.2.

• Traffic Meter: Meter devices are placed at measurement points of interest

within the network. Each meter selectively records network activity as directed

by its configuration settings. It can also aggregate, transform and further process

the recorded activity before the data is stored. The processed and stored results

are called usage data.

• Meter Reader: A meter reader reliably gets usage data from meters and makes

it available to analysis applications.

• Manager: The manager is an application that configures meter entities and

controls meter reader entities. It uses the data requirements of analysis applica-

tions to determine the appropriate configuration for each meter and the proper

operation of each meter reader.

The NeTraMet system is considered a successful implementation of the RTFM ar-

chitecture (Brownlee, 1997, 2001).
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Figure 2.3: IP Flow Information Export (IPFIX) Architecture. (Claise, 2004)

IP Flow Information Export The IETF IP Flow Information Export (IPFIX)

working group specifically addresses the issue of exporting traffic flow related informa-

tion to applications in a standard way. The architecture defined in Sadasivan et al.

(2006) proposes a standard method of collecting and exporting information related to

IP traffic flows. Within this architecture a flow is defined as a set of packets passing an

observation point in the network during a certain time interval. All packets belonging

to a particular flow have a set of common properties. The properties of a flow can be

defined as any combination or subset of the packet header fields (e.g. source address,

destination address, or port number), or fields derived from packet treatment (e.g. next

hop, or output interface). By defining properties of a flow, the architecture can collect

a flow record representing anything from all packets passing an interface, to a single

packet between two applications. The architecture defines a number of components, as

illustrated in Fig. 2.3, described as follows:

• Observation Point: An observation point is a location within the network where
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packets can be observed.

• Metering Process: The metering process creates flow records from selected

observed packets. The process uses selection criteria based on the properties

of the flow records it is configured to collect. Packets can be selected for flow

record inclusion based on two functions, the sampling function and the filtering

function. The sampling function uses various sampling methodologies to choose

a packet. The filtering function uses specified flow record properties to filter

selected packets.

• Exporting Process: The exporting process sends flow records to one or more

collectors using the IPFIX protocol.

• Collector: The collector decodes and stores flow records received from exporters,

it also receives and stores control information used to interpret the collected flow

records.

• IPFIX Exporter: A device that hosts one or more exporter processes is known

as an IPFIX exporter.

• IPFIX Device: The IPFIX device hosts at least one exporter, one or more

metering processes and one or more observation points.

Cisco have also developed a proprietary flow based network monitoring system,

used by a wide range of applications, known as NetFlow 9 (Claise, 2004). NetFlow 9

and the current IPFIX specification have merged to define a single architecture defi-

nition within the IETF IPFIX Working Group (Claise, 2004). As a result, there are

currently a wide range of applications built on top of NetFlow such as; NetFlow An-

alyzer (ManageEngine, 2008), NetUsage (Netusage, 2008), PeakFlow (ArborNetworks,

2008), FlowScan (Caida, 2008), Caligare Flow Inspector (Caligare, 2008) and NetFlow

Tracker (FlukeNetworks, 2008).

Packet Sampling Packet sampling is a core feature of network monitoring archi-

tectures; for example, NetFlow and IPFIX use packet sampling to limit the volume of

packets being processed into flow records. The objective of packet sampling is to reduce

the volume of traffic being monitored and processed by the network monitoring system.
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Figure 2.4: Packet Sampling (PSAMP) Architecture (Duffield, 2004).

The IETF Packet Sampling (PSAMP) working group has proposed a packet sampling

and reporting framework (Duffield, 2004) aimed at standardising packet sampling pro-

cedures for network monitoring applications. The working group has also proposed a

set of sampling and filtering techniques to be used within the framework (Zseby et al.,

2007).

The function of the PSAMP protocol is to select packets from a stream according

to a set of standardised selectors, to form a stream of reports on the selected packets,

and to export the reports to a collector. PSAMP selection operations include random

selection, deterministic selection (filtering), and deterministic approximation to random

selection (hash-based selection). Fig. 2.4 indicates the sequence of the three processes

(Selection, Metering, and Exporting) within the PSAMP device.

Measurement probe placement The placement of measurement devices or probes

within a network can impact on the types and values of metrics collected for analysis.

There are three common locations within any single domain network topology that

measurement probes can be placed: the core, the ingress and the egress. A single

administrative network domain is commonly termed an Autonomous System (AS) .

• Ingress: The ingress of a network defines the entry point into an AS. Placing

measurement probes at this location, facilitates collection of metrics of packets

yet to be shaped and policed by the network (shaping and policing are discussed

in section 2.1.3).

• Core: The core constitutes all nodes involved in packet forwarding within a single

AS. Probes placed within the core can monitor forwarding behaviour within the

network and collect metrics on how forwarding behaviour affects the performance

of traffic metrics.
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• Egress: The egress node defines the location where packets exit the AS to either

enter another AS or be delivered to the end user. Metrics collected at this point

can reveal details on packet shaping and the effect forwarding has on packets that

have traversed the AS.

2.1.2.3 Traffic characteristics

Within a communications network, the characteristics of traffic can be divided into two

categories: elastic and streaming. Elastic traffic relates to the transfer of digital objects

through the network that can be transmitted at any rate up to the limit imposed by

link and system capacity. The effect is that the bandwidth consumed by a particular

flow will stretch and contract in an elastic fashion to suit availability. On the other

hand, streaming traffic typically carries voice or video data and is characterized by a

data transfer rate, which must be more or less preserved as the flow passes through the

network. The effect here is that the traffic flow will only consume the required amount

of bandwidth as needed and no more.

It is generally accepted that elastic traffic requires relaxed QoS targets on metrics

such as packet delay and jitter, however packet loss is of a greater concern. For example,

if we look at the operation of the Transmission Control Protocol (TCP), the loss of

packet is seen as a sign of congestion by the protocol, and as a result the protocol will

reduce the transmission rate. This has the effect of reducing response times within

the associated application, as respective applications tend to wait for packets to be

delivered before continuing.

Applications that consume real time streaming traffic only wait a limited period

for a packet to arrive, before the packet is deemed irrelevant. This can be seen within

Voice over Internet Protocol (VoIP) applications, where the processing of a late ar-

riving packet could interfere with conversation quality. Table 2.1 demonstrates QoS

requirements for various applications as stated in (Comer, 2008). The references to

high, medium, and low are used to demonstrate metric priorities as apposed to strict

QoS targets per application.

2.1.3 Quality of Service Control

The main objective of a QoS control architecture is to manage traffic metrics to ensure

set QoS targets over traffic are maintained. Within the IETF, a number of standard

18



2.1 Background Information

Table 2.1: QoS Performance Requirements of Applications.

Application Bandwidth Delay Jitter Loss Traffic
Type

VoIP Low High High Medium Streaming
Video Conferencing High High High Medium Streaming
Streaming VoD High Medium Medium Medium Streaming
Streaming Audio Low Medium Medium Medium Streaming
Client / Server Transaction Low Medium Low High Elastic
E-Mail Low Low Low High Elastic
File Transfer Medium Low Low High Elastic

QoS control architectures have been proposed. We now discuss these architectures in

detail.

2.1.3.1 RSVP

The Resource Reservation Protocol (RSVP), developed by the IETF (Wroclawski,

1997b), is used within various QoS control architectures such as IntServ, DiffServ and

Multiprotocol Label Switching (MPLS) to transfer resource reservation requests. When

an application is requesting the reservation of bandwidth within the network, the ap-

plication will initiate a request. RSVP is the protocol used to carry this request to each

node along the path within the network. RSVP attempts to reserve resources at each

node to meet the requirements of the request. To make this request, the application

must have explicit knowledge of the traffic requirements. This is specified in the form

of a traffic specification (TSpec) that defines traffic requirements in the form of a token

bucket specification. The token bucket system is used to access the conformance of a

packet stream to a specified rule.

2.1.3.2 IntServ

The Integrated Service (IntServ) architecture (Braden et al., 1994) was standardised

by the IETF, to provide fine grained, flow based Quality of Service control of traffic

within a network. IntServ specifies a set of functions on each node within the network

that are designed to manage per flow traffic in a coordinated fashion. Nodes negotiate

bandwidth reservations along a path using RSVP. The protocol details the bandwidth
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requirements of the requesting application, where each node along the proposed path

must agree to satisfy this request if the connection is to be set up. The functional

components that enable the IntServ architecture to control resources are as follows:

• Reservation Setup Agent: The reservation setup agent uses RSVP to negotiate

and establish packet flow connections between other IntServ nodes.

• Admission Control: An IntServ node implements admission control on every

RSVP request received. The admission control function implements decisions on

whether a new flow can be admitted without impacting earlier commitments on

QoS guarantees. Based on the TSpec submitted by the application, the admission

control function on each IntServ node will admit or reject the request based on

a number of criteria. The decision can be simply based on a summation of all

accepted peak rate values of currently admitted traffic flows. If the addition of the

new peak rate exceeds the maximum throughput capacity, the request is rejected.

• Classifier: Each incoming packet is mapped to a particular traffic class based

on a set of packet related criteria. All packets in the same class will get treated

the same by the packet scheduler.

• Packet Scheduler: The packet scheduler organises packets from different classes

into appropriate queues. The queues are configured and prioritised to suit the

type of traffic assigned to them. The packet scheduler will de-queue packets from

the queues using various approaches such as Weighted Fair Queueing1 or Priority

Queueing2.

Fig.2.5 defines the functional block of the IntServ architecture. Based on this ar-

chitecture, IntServ defines two types of services that can be used to control QoS of

traffic flows. These are the controlled-load service (Wroclawski, 1997a) and the guar-

anteed QoS control service(Shenker et al., 1997b). Each uses a common method of

requesting services within the network, however the traffic is treated differently. The

controlled load service intends to guarantee best effort service (as experienced in a low
1Weighted Fair Queueing is a packet scheduling technique that uses a weighted algorithm to de-

queue packets from multiple queues fairly.
2Within a multiple queue system, packets arriving at a priority queue will be de-queued first, thus

ensuring traffic has the least likelihood of being rejected during times of high network load
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Figure 2.5: Integrated Services (IntServ) Architecture (Braden et al., 1994).

loaded network) throughout the duration of the traffic flow. The service guarantees

that conforming traffic will not experience delay greater than the maximum packet

delay specified. Non-conforming traffic will be re-classed as best effort and forwarded

through the network without QoS guarantees. The guaranteed QoS service provides

firm bounds on end-to-end packet queueing delay. This approach employs a method

of policing traffic at the edge of the network, to ensure all traffic within the flow is in

conformance with the RSVP request to reserve the resources. Policing traffic at the

edge consists of comparing traffic against the RSVP request and ensuring all traffic

entering the network is in conformance. This ensures that no buffer overflows will be

incurred, resulting in minimal loss of packets. The end-to-end behaviour provided by a

series of network elements that conform to this service is an assured level of bandwidth

that, when used by a policed flow, produces a delay-bounded service with no queueing

loss for all conforming packets.

As IntServ is a flow based QoS architecture, each node is required to store informa-

tion on each flow within the network. In the absence of flow aggregation, the amount

of flow states stored on each node scales proportionally to the number of concurrent

reservations, which can be potentially large on high-speed links.
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2.1.3.3 DiffServ

The Differentiated Services (DiffServ) architecture (Blake et al., 1998) is a course-

grained class based QoS provisioning architecture developed by the IETF, stemming

from a large body of research. DiffServ was developed for deployment over large-scale

networks with the potential of hosting a high volume of concurrent traffic flows, directly

addressing the shortcomings of IntServ. The objective is to aggregate traffic flows with

common QoS requirements into predetermined traffic classes for transport through the

network. DiffServ operates by policing traffic entering at the ingress of the DiffServ

domain1, aggregating traffic into a set of predetermined traffic classes through the use

of packet classification, and specific common forwarding behaviours at each core node

to treat packets within common classes identically.

Each traffic class has its own identification within the DiffServ domain, known as

DiffServ Code Points (DSCP) (Nichols et al., 1998). The DSCP is an 8 bit field within

the IPv4 and IPv6 packet header which can take on a series of values, depending on the

required forwarding behaviour of the packet. Forwarding behaviours of DiffServ nodes

are termed Per Hop Behaviours (PHB). Fig. 2.6 denotes the functional components

required by the DiffServ ingress node for traffic classification and conditioning. The

following provides definitions for each of the functional components:

• Classifier: The classifier selects packets based on the content of the packet head-

ers according to defined rules.

• Meter: Measures temporal properties of the traffic such as bandwidth, delay,

jitter and loss. The traffic metrics measured by this device can affect the decisions

of the marker, shaper and dropper, depending on their decision rules.

• Marker: The marker will set the DSCP of the packet based on defined rules.

This process assigns packets to a particular traffic class. All packets within this

class will experience the same forwarding behaviour through the DiffServ domain.

• Shaper / Dropper: The shaper will delay packets based on specified rules.

The dropper will discard packets based on specified rules. These operations are
1A DiffServ domain is a contiguous set of DiffServ nodes which operate with a common service

provisioning policy and set of packet forwarding behaviours on each node
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Figure 2.6: DiffServ Packet Classifier and Traffic Conditioner Function Blocks.

known as policing and can be applicable to different traffic classes based on the

forwarding rules applied for that behaviour aggregate.

The PHB at each node, defines buffer management and packet scheduling policies

on how packets within each traffic class are to be treated (Fig. 2.7). The objective is

to ensure that PHB specifications are identical for each core node within a particular

DiffServ domain. The network operator can then ensure that traffic fitting a specified

profile will be classified into a traffic class and forwarded using the PHB across the

network, ensuring QoS targets will be met. The traffic classes defined within DiffServ

are: expedited forwarding (EF), assured forwarding (AF1 - 4) and best effort (BE).

Each traffic class can be assigned a proportion of available resources at each node within

the network along with its own PHB. Fig. 2.7 depicts a buffer manager using queues to

differentiate between each of the traffic classes. The forwarding of packets are based on

priority and weighted fair queueing to ensure that resources are partitioned reflecting

the PHB specification.

Default PHB is essentially best effort service, taking the lowest priority in forwarding

and packet scheduling. Expedited forwarding (EF) (Davie et al., 2002) characterises a

PHB ensuring low delay, low loss and low jitter. This behaviour group is suitable for

real-time services such as voice and video. EF traffic is often controlled using priority

queueing. EF is strictly controlled through admission control, and policing mechanisms

to try to ensure no traffic overload is caused within the traffic class, causing a build up

of queue delay inducing jitter and loss. Assured forwarding (AF) (Heinanen et al., 1999)

offers a means of providing different levels of forwarding assurance within a DiffServ

Domain. Four classes are defined with the AF with three drop precedences within

them, as can be seen in Table 2.2.
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Figure 2.7: DiffServ Node Per Hop Behaviour (PHB) (Nichols et al., 1998) .

Table 2.2: Assured Forwarding (AF) Behaviour Group.

Class 1 Class 2 Class 3 Class 4

Low Drop AF11 AF21 AF31 AF41
Medium Drop AF12 AF22 AF32 AF42
High Drop AF13 AF23 AF33 AF43

2.1.3.4 Multiprotocol Label Switching

Multiprotocol Label Switching (MPLS) was developed by the IETF, from work origi-

nally started by Cisco, before being submitted for standardisation (Rosen et al., 2001).

The theory is similar to that of ATM1 and Frame Relay2 operation, in that it provides a

connection-oriented service for transportation of data across communications networks,

using packet labelling to control how packets are routed through the network. This is

achieved by setting the Forwarding Equivalence Class3 (FEC) of the packet at the edge
1Asynchronous Transfer Mode is a cell relay, packet switching network and data link layer protocol

which encodes data traffic in small (53 byte; 48 byte of data and 5 bytes of header information) fixed

sized cells.
2Frame relay consists of an efficient data transmission technique used to send digital information

quickly and cheaply in a relay of frames to one or many destinations from one or many end-points.
3Each router in a connectionless network makes an independent forwarding decision for a packet’s

next hop destination based on analysis of the packets header and some routing logic. Packets which

result in the same forwarding decision are considered equivalent and are partitioned into a Forward

Equivalence Class.
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of the network, so no further header analysis is performed by the subsequent routers.

MPLS defines two component routers used to perform packet labelling and switching,

the Label Edge Router (LER) and Label Switching Router (LSR), along with the path

that connects them known as the Label Switched Path (LSP)

• Label Edge Router: The LER is the router at the edge of the MPLS do-

main. The router is responsible for pushing labels onto the packet, defining the

forwarding path through the network for that packet.

• Label Switching Router: The LSR is responsible for switching the labels used

to route packets within an MPLS network. When the LSR receives a packet, it

uses the label pushed onto the packet by the LER as an index to determine the

next hop along the LSP and a corresponding label for the packet from a look-up

table. The old label is then removed from the packet and switched with the new

label before the packet is routed forward.

• Label Switched Path: The LSP is a dedicated unidirectional path through

an MPLS network. The path is defined based on forwarding equivalence class

definitions.

The IETF have also defined an approach for traffic engineering using MPLS and

DiffServ architectures together in Faucheur & Lai (2003). The objective of this ap-

proach was to design LSPs for specific DiffServ traffic classes. The network operator

can, for example, design an LSP following the shortest path through the network be-

tween two edge nodes, and reserve this path for EF traffic. Using this approach the

network operator can engineer paths of guaranteed low latency for delay sensitive traf-

fic and define alternate routes for more delay tolerant traffic. A basic depiction of this

concept is demonstrated in Fig. 2.8.

2.1.4 Network Accounting

Network accounting was addressed by the Open Systems Interconnection Management

Framework, who defined a process of collecting, interpreting and reporting, costing and

charging oriented information on service usage (ISO, 1989). This process was divided

into the following sub-processes: metering, pricing, charging and billing. Metering,

as discussed previously, involves measuring and collecting resource usage information
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Figure 2.8: Traffic Engineering with MPLS and DiffServ. (Faucheur & Lai, 2003)

(such as IPFIX records). Pricing is the process of determining a cost per defined

unit of resource usage. The charging process uses this cost per unit to translate the

customer’s resource usage information into an amount of money the customer has to

pay. This amount is then used by the billing process to generate an invoice for the

customer. Based on this definition, the IETF defined its own Internet based accounting

architecture (Mills et al., 1991), as depicted in Fig. 2.9.

The accounting server relies on the availability of metering information collected

from network monitoring devices for the creation of session records. The session records

detail the service interaction between the customer and the service provider over the

entire session. Network devices transfer metering information to accounting servers

using defined accounting protocols. Once records have been mediated with respect to

pricing and charging, the records are sent on to billing servers, using some reliable trans-

port protocol. The following sections discuss a number of the prominent accounting

protocols for the transfer of accounting data between network devices and accounting

servers.

2.1.4.1 TACACS+

The Terminal Access Controller Access-Control System Plus (TACACS+) protocol is

an extension to the previously defined TACACS protocol used for providing access

control to network servers and other networked computing devices (Carrell & Grant,
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Figure 2.9: IETF Network Accounting Architecture (Mills et al., 1991) .

1997). TACACS+ offers the additional feature of an accounting model with start,

stop, and interim update messages. TACACS+ operates over TCP, supporting both

transport and application layer acknowledgements, and is suitable for simultaneous

usage control and handling of accounting events.

2.1.4.2 RADIUS

Remote Authentication Dial In User Service (RADIUS) Accounting (Rigney, 2000)

was developed as an add-on to the previously defined RADIUS authentication protocol

(Rigney et al., 2000). RADIUS operators over UDP, so does not offer application

layer acknowledgements or error messages, and therefore provides no protection against

application layer malfunctions. It does, however offer a RADIUS Accounting-Response

message, equivalent to a transport-layer acknowledgment. RADIUS does suffer from

extensibility issues due to its limited command and attribute address space.

2.1.4.3 SNMP

The Simple Network Management Protocol (SNMP) has also been widely deployed in

a variety of intra-domain accounting applications, typically polling network devices to

collect usage data. Polling allows data to be collected on multiple accounting events
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simultaneously. Management applications are able to retry requests when a response

is not received, providing resilience against packet loss or even short-lived network

partitions. Implementations without non-volatile storage are not robust against device

reboots or network failures, but when combined with non-volatile storage they can be

made highly reliable. However SNMP based accounting systems generally require a

large amount of processing and bandwidth resources, due to the polling activities and

are generally seen as inefficient.

2.1.4.4 DIAMETER

The DIAMETER protocol was developed for the specific purpose of addressing the

short comings of TACACS+ and RADIUS in providing Authentication, Authorisation

and Accounting (AAA) for access technologies, such as wireless, Digital Subscriber

Line (DSL), Mobile IP and Ethernet, routers and network access servers (NAS). The

increased complexity and density was seen to put new demands on the AAA protocols

and were deemed unsuitable for use within these domains (Calhoun et al., 2003). The

DIAMETER base protocol provides the minimum requirements needed for a AAA

protocol, as required by Aboba, B. et al. (2000). It operates over either TCP or Stream

Control Transmission Protocol (SCTP) (Stewart et al., 2000). Due to its reliability,

DIAMETER has been adopted into the 3rd Generation Partnership Project (3GPP)

IP Multimedia Subsystem (IMS) architecture for AAA operations.

2.1.4.5 IP Detail Record (IPDR)

The IP Detail Record (IPDR) format (Cotton et al., 2004) is an eXtentible Mark-up

Language (XML) based accounting record format developed by the IPDR.org consor-

tium. It was designed to provide information about IP based service usage and other

activities to Operational Support Systems and Business Support Systems. The service

provider, network/service element vendor and any other community of users determine

the content of the IPDR record with authority for specifying the particulars of IP-based

services. The specification of the IPDRDoc envelope in which the content is packaged,

as well as encoding and transport protocols to exchange the information among systems

is also produced by the IPDR organisation. IPDR record formats have been developed
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Figure 2.10: IPTV Logical Roles and Relationships (ATIS, 2007d).

for a wide range of IP based applications and services such as VoIP, Email, ASP, Pub-

lic wireless access, wholesale bandwidth, digital content delivery and recently IPTV.

IPDR records can be transported using either TCP or SCTP.

2.1.5 Internet Protocol Television (IPTV)

Internet Protocol Television (IPTV) is a term used to describe the delivery of ser-

vices such as linear broadcast video content, unicast video-on-demand, and interactive

services on video content (such as electronic program guides), over an IP network in-

frastructure. A standard IPTV architecture typically consists of a number of logical

entities, namely the content provider, the service provider, the network operator and

the consumer, as defined within the Alliance for Telecommunications Industry Solu-

tions (ATIS) high-level architecture (ATIS, 2007d). As shown in Fig. 2.10, the content

provider owns or is licensed to sell digital content over the IPTV network to service

providers (1). The service provider is considered the main dealer of IPTV services to

the consumer (2). A consumer is any subscribed customer of the IPTV service provider

consuming services. The subscription the service provider offers the customer is bound

by a Service Level Agreement (SLA). The SLA defines the quality of the service con-

sumed by the customer, the service provider agrees to deliver. The service provider

and customer are connected over the network operator’s infrastructure (3), (4). The

service provider and network operator also commit to an SLA.
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2.1.5.1 IPTV Standardisation

There is a major push by various bodies to standardise aspects of the IPTV architecture.

The following is a non-exhaustive list of such standards bodies that focus on various

issues relating to IPTV.

• ITU-T: The International Telecommunications Union - Telecommunications Stan-

dardisation Sector (ITU-T) have set up an IPTV Focus Group to specifically look

at the standardisation of an IPTV architecture. A number of documents form the

base of their proposed architecture stemming from the Next Generation Network

architecture developed in ITU-T (2004a) and ITU-T (2004b). A realisation of

the proposed architecture has also been discussed in Lee & Knight (2005).

The ITU-T have also standardised a video compression suite capable of meeting

the high quality requirements of IPTV services in an efficient manner (ITU-T,

2005). It was written by the ITU-T Video Coding Experts Group (VCEG),

together with the International Organisation of Standardisation (ISO) / Interna-

tional Electrotechnical Commission (IEC) Moving Picture Experts Group (MPEG),

as the product of a partnership effort known as the Joint Video Team (JVT).

• ETSI TISPAN: The European Telecommunications Standards Institute (ETSI),

Telecommunications and Internet Converged Services and Protocols for Advanced

Networking (TISPAN) group are developing an architecture for the next genera-

tion network based on the 3GPP IMS specifications (Cedervall, 2008; Kisel, 2008;

Mainwaring, 2007; Martti, 2007).

• ATIS IPTV IIF :The objective of the Alliance for Telecommunications Industry

Solutions (ATIS) IPTV Interoperability Forum (IIF) is to enable the interoper-

ability, interconnection and implementation of IPTV systems and services by

developing ATIS standards and facilities related technical activities. The ATIS

IIF group have currently published an IPTV architecture requirements document

(ATIS, 2007b) and the IPTV Digital Rights Management (DRM) Interoperability

requirements document (ATSI, 2006), along with continued work on IPTV QoS

metrics and QoE models (ATIS, 2007a,c,d,e).

30



2.1 Background Information

• 3GPP IMS: The 3rd Generation Partnership Project (3GPP) has defined the

IP Multimedia System (IMS) which can support advanced communications ser-

vices such as those of IPTV related services. The 3GPP are working with other

standards bodies such as ATIS and ETSI to develop IPTV service specifications

for the IMS architecture.

• TMOC: The Telecom Management and Operations Committee (TMOC) are

focusing on specifying an IPTV Operations Support System (OSS) based on the

enhanced Telecom Operations Map (eTOM) defined by the TM-Forum (TM-

Forum, 2005).

• DSL-Forum: The DSL-Forum has prepared a technical report on the issue of

QoE requirements for triple play IPTV services (Rahrer et al., 2006). The objec-

tive of the document is to present the recommended minimum end-to-end QoE

requirements in terms of objective engineering measurements for IPTV services

delivered to the customer.

2.1.5.2 IPTV Logical and Physical Topology

There is a general consensus between standards bodies including ATIS, ESTI, ITU-

T, DSL-Forum and IPDR, that the logical topology of the IPTV network consists of

a number of administrative domains: Super Head End, Video Hub Office and Video

Serving Office, as shown in Fig. 2.11. Each administrative domain is responsible for

management of various IPTV related service offerings to its respective customer base.

These domains may belong to a single entity or multiple entities. The logical topology

of administrative domains within an IPTV network are defined as follows:

• Super Head End (SHE): The SHE is the location for acquisition and ag-

gregation of national level broadcast TV (or linear) programming. SHEs are

also the central point of on-demand content acquisition, management, encoding,

organisation and insertion.

• Video Hub Office (VHO): The VHO defines the video distribution points

within a demographic market area (DMA). National content is received from

each SHE. Local content is acquired and encoded at the VHO. VOD servers and

other application servers are typically located in the VHOs. Insertion of local
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Figure 2.11: A high level overview of the IPTV logical distribution topology (Cotton
& Kleinmann, 2006).

advertising is also performed in the VHO. IPTV services are provided from the

VHO via the aggregation/ access network.

• Video Serving Office (VSO): The VSO contains/hosts all access systems

used to connect all access systems to the subscribers. In addition, the VSO

contains aggregation equipment to enable efficient and reliable interconnection to

the VHO.

• Residential Gateway (RG): The RG node is dedicated to a single subscriber /

household providing traffic management and routing between the access network

and the home network. The RG function may be integrated with the network

termination. The RG is a trusted device and is managed from the network.

Cisco have proposed and realised the following IPTV network architecture based

on the Next Generation Network (NGN) (Lee & Knight, 2005). However the delivery

of IPTV related services do not strictly require an NGN deployment. For example,

Utopia have developed an IPTV based network for the delivery of triple play services

to customers over a cable broadband network (Moerman et al., 2005).
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2.2 Literature Review

This section provides an analysis of published literature regarding those aspects of

QoS control of traffic within a communications network related to the work within

this thesis. §2.2.1 offers a review of approaches proposed to estimate the effective

bandwidth of traffic flows. The objective of this review is to evaluate the suitability

of such approaches for use within a real communications network. §2.2.2 discusses a

number of approaches for estimating the demand matrix of a network. The approaches

are reviewed based on deployment costs and attainable accuracy. Finally in §2.2.3

typical admission control algorithms used to control QoS of traffic with the network

are reviewed.

2.2.1 Effective Bandwidth Measurement

The term effective bandwidth refers to the minimum amount of bandwidth required by

a traffic flow to maintain a specified QoS target1 (Kelly, 1996). Fig. 2.12 demonstrates

the basic concept of effective bandwidth for given a traffic flow. As can be seen, the

effective bandwidth lies between the peak and mean rate of a traffic flow (assuming the

peak rate was found using an appropriate measurement interval). The reason for this

is that if the peak rate was reserved for a traffic flow, no packets within the flow would

experience queuing delay. However as QoS constraints over packet delay are imposed,

the required amount of bandwidth necessary to transport traffic to within these QoS

constraints reduces. The objective of using an effective bandwidth estimation algorithm

is to accurately identify the required amount of bandwidth for a traffic flow to ensure

QoS targets are maintained, without over provisioning resources.

A particular issue within a communications network is the effect statistical multi-

plexing of traffic at the point of aggregation has on the effective bandwidth of aggregated

traffic flows specifically as traffic flows are aggregated, the variation in throughput is

smoothed out within the aggregated traffic flow. For example, a period of low through-

put from one traffic flow, may be counteracted by a burst in activity in another traffic

flow. With respect to the measure of effective bandwidth, as traffic flows are aggre-

gated, the effective bandwidth requirements of each traffic flow reduces as the level of
1A QoS target defines a limit on traffic metric values of a traffic stream. A QoS target on packet

delay could be considered as: only 0.01% of packets within a traffic stream can experience packet delay

of 100 ms or greater (Ferguson & Huston, 1998).
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Figure 2.12: Demonstration of Effective Bandwidth.

aggregation increases. This has been observed by Botvich & Duffield (1995) and Si-

monian & Guibert (1995). Effective bandwidth estimation algorithms must be able to

capture this effect if traffic performance optimisation strategies employing these algo-

rithms are to effectively control QoS of traffic whilst minimising bandwidth utilisation.

The following sections discuss a set of common approaches used to estimate effective

bandwidth with respect to their suitability of implementation within an operational

communications network.

2.2.1.1 Traffic Model Based estimation

Kelly (1996) proposed a theoretical framework for the prediction of effective bandwidth

of a defined traffic source1. The formal definition of effective bandwidth for a traffic

source is as follows:

α(s, t) =
1
st

logE[esX[τ,τ+t]] 0 < s, t <∞. (2.2)

where s is the space scale and t is the measurement interval. s may be measured in

units of bytes−1 and t may be measured in seconds. X[τ, τ + t] is the workload arriving

in the period [τ, τ + t] and the expected workload value is taken over the distribution of

such random time periods. Estimation of the effective bandwidth of a traffic source also

takes into consideration the resource over which the traffic is being transported. The
1The term ’traffic source’ is used to describe a complete specification of a traffic model (Kelly,

1996). See appendix sectionA.3 for further explanation of how traffic models are generally defined.
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appropriate s and t scales are therefore determined by the characteristics of the resource

such as the capacity, buffer length and the required QoS targets. Kelly produced

a number of studies based on this framework to measure the effective bandwidth of

different traffic sources, including periodic sources including general on-off sources, fluid

sources, Gaussian sources, and Lévy processes including compound Poisson sources and

infinitely divisible sources 1.

Kelly notes that the theoretical approach he proposes cannot be deployed on an op-

erational network without a complete description of all traffic sources. As this has been

shown to be quite a challenging task (Gong et al., 2005; Leland et al., 1994; Mansfield

et al., 2001), alternative approaches have been developed to use static traffic model

assumptions estimated from various traffic metrics as input to the effective bandwidth

estimation algorithm. These algorithms include: the direct estimator (Gibbens, 1996);

the block estimator (Duffield et al., 1995); and the Kullback-Leibler Distance estimator

(de Veciana et al., 1995). The direct estimator, proposed in Gibbens (1996), applies the

temporal average instead of considering the probabilistic expectation of the underlying

traffic model process in equation 2.2. The block estimator, discussed in Duffield et al.

(1995), in contrast to the direct estimator, considers non-overlapping blocks of arrivals

over a time interval. The estimator is based on the assumption that the block arrivals

are realisations of an independent and identically distributed random variables. This

assumption limits the applicability of the estimator to the types of traffic that conform

to such assumptions such as short range dependent traffic2. The Kullback-Leiber dis-

tance estimator, (de Veciana et al., 1995), is based on a virtual buffer method, derived

from equation 2.2. This approach also is only applicable to stationary, short-range

dependent traffic sources.

2.2.1.2 Roberts’s estimation

A flow-oriented approach proposed by Roberts et al. (1996) employs a theoretical pre-

diction model. This algorithm estimates the maximum link utilisation threshold ρmax

required to maintain set QoS targets on packet delay. The approach models the traffic
1See appendix section A.2 for further explanation of distribution processes.
2Traffic with short range dependence suggests that coupling between rate values at different time

scales decreases rapidly as the time difference increases. It has been shown that Internet traffic tends

to demonstrate long-range dependence, see for example Gong et al. (2005).
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arrivals on the link as an N ·D/D/1−∞ queue, with N homogeneous flows, each send-

ing packets of expected packet size E[B] and inter-arrival time E[A]. This approach

uses simplistic traffic model assumptions at the core of its estimation process, therefore

it is not suitable for use within domains where traffic does not conform to the pro-

posed flow arrival model. This approach only measures effective bandwidth for a link

as apposed to per traffic flow. This measurement defines the maximum proportion of

bandwidth of the link that can be consumed by traffic requiring particular QoS targets

to be maintained, before QoS violations occur. The algorithm takes into consideration

the maximum number of flows that adhere to the defined traffic model, allowed on the

link. As the traffic model used to estimate this threshold is static, any variations in

traffic aggregation are not considered within the estimation.

2.2.1.3 Gaussian estimation

An approach proposed by Guérin et al. (1991) recognises the issue of effective band-

width for aggregated traffic. To address this issue, Guérin proposes two approaches of

estimating effective bandwidth; one is specifically designed to measure effective band-

width requirements of a single traffic flow, while the other addresses estimation of

effective bandwidth for aggregated traffic. The latter approach is based on the premise

that as traffic is aggregated at a point, the distribution of the traffic arrival bit rate can

be accurately modelled using a Gaussian distribution. Based on this assumption the

author proposes to use standard approximations to estimate the tail of the bit rate dis-

tribution. It has been shown by Guérin et al. (1991) that as traffic flows are aggregated,

the arrival bit rate does approach a Gaussian distribution, however this approach does

not account for variation in traffic aggregation, impacting on the effective bandwidth

estimation at various aggregation levels.

2.2.1.4 Empirical estimation

Empirical estimation of effective bandwidth attempts to overcome the limitations of

traffic model based effective bandwidth estimation algorithms. The approach is based

on the analysis of traffic being replayed through a simulated queue model. The ap-

proach observes the behaviour of the modelled queue buffer as the traffic is processed

to measure an effective bandwidth value.

36



2.2 Literature Review

A method proposed by Liu & Baras (2004) involves collecting a packet trace from the

network at a point where the effective bandwidth estimation is required. The approach

simulates a FIFO queue with an adjustable queue service rate. The packet trace is

processed through the FIFO queue at specified service rates, to measure the associated

proportion of QoS target violations. The algorithm is based on the observation that as

the service rate of the queue increases, the proportion of violating traffic decreases. The

FIFO queue service rate for successive iterations is controlled by a search algorithm

that decide when an appropriate queue service rate is found; this rate produces an

appropriate level of QoS violations from the queue for the processed packet trace. This

service rate is then taken as the effective bandwidth. Liu & Baras (2004) do not discuss

the FIFO queue model used for this simulation, although FIFO queue algorithms are

commonly simulated using packet level models. However a more efficient method of

FIFO queue simulation is through the use of a fluid (continuous) model, Liu et al. (2001)

demonstrated improvements in simulation execution time in comparison to packet level

FIFO queue models.

The approach also estimates the optimal size of the packet trace to be analysed

for effective bandwidth estimation. The justification within the paper is that too large

a packet trace can result in an overestimation of effective bandwidth. The approach

is independent of any traffic model assumptions and has been demonstrated to ac-

curately estimate the effective bandwidth of aggregated traffic. As there is a certain

amount of processing of the packet trace to find the effective bandwidth, the approach

is implemented as an off-line estimation of effective bandwidth.

2.2.2 Demand Matrix Estimation

The demand matrix is a pair wise, edge-to-edge, matrix of traffic volumes that have

traversed the network over a period of time (Medina et al., 2002). The network demand

matrix is considered a core element of the network planning process. Traditionally, the

demand matrix is established by analysing traffic within the network directly, through

the use of dedicated network monitoring devices (probes). Such approaches can es-

tablish a highly accurate traffic demand estimation across the network. However, as

additional hardware for these probes require installation, operation and maintenance,

this approach tends to incur high costs to the network operator, increasing both op-

erational and capital expenditure. Core to the ethos of network planning is ensuring
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cost efficient and timely planning decisions are made in line with network operator

objectives.

This section evaluates a number of proposed approaches developed as cost effi-

cient methods of establishing the demand matrix for a single operator domain. Direct

measurement approaches are discussed in §2.2.2.1. A packet sampling based approach

used to infer the demand matrix while reducing data analysis volumes is discussed in

§2.2.2.2. Finally, §2.2.2.3 evaluates a number of approaches used to infer the demand

matrix from available accounting data. The objective of this section is to highlight

the sacrifice in QoS control the network operator makes when introducing methods

with the aim of reducing operational and capital expenditure in the supply of demand

matrix information to a network planning process.

2.2.2.1 Direct monitoring

Direct monitoring systems provide the network operator with real time monitoring in-

formation of the network infrastructure in a non-intrusive manner. To achieve this,

additional probing devices are usually deployed within the network at various loca-

tions. There are a wide range of commercial network monitoring systems such as:

Network Instrument’s Observer (Network-Instruments, 2008), Object Planet’s Net-

work Probe (ObjectPlanet, 2008), Gigamon System’s GigaVUE-MP (GigamonSystems,

2008), ClearSight’s Analyser (ClearSight, 2008). These systems can collect a huge

amount of network activity information, such as complete packet trace copies of traffic

traversing the network. For this reason, additional storage is also required within the

network to host this measurement information. The demand matrix can be estimated

from such systems with a high degree of accuracy; however, as such systems require the

installation of additional hardware, they can be quite expensive to deploy and operate.

2.2.2.2 Trajectory sampling

Trajectory sampling (Duffield & Grossglauser, 2001) defines a direct measurement ap-

proach to monitoring network activity. However, this approach was designed to reduce

the amount of traffic required to estimate a network wide demand matrix. The method

was developed with the objective of reducing the operational cost for the network op-

erator while maintaining a high level of accuracy. The method samples packets that

38



2.2 Literature Review

traverse each link (or subset of links) within a measurement domain1. The authors

propose a formal approach to filtering and selecting packets based on hash functions

of the packets’ contents. As the approach uses identical hash functions at all mea-

surement points across the network for packet selection, the approach can monitor a

subset of traffic traversing the network. With this information, the trajectory of traffic

traversing the network can be inferred, as well as packet delay, packet loss and of course

a preparation of a network wide demand matrix. This method can be relatively low

cost to deploy within the network, and the measurement traffic is modest and can be

controlled precisely.

2.2.2.3 Accounting based inference approaches

Feldmann et al. (2001) propose an approach to estimating a network wide demand

matrix from IP Flow records collected at ingress points in the network. The general

approach is as follows. For each flow collected at an ingress point, its destination ad-

dress is mapped to an egress node at the edge of the network. The approach assumes

that no traffic is consumed within the core of the network. Therefore all traffic entering

an ingress point has a corresponding egress exit point. The approach also makes the

assumption that the volume of demand within the flow is uniformly distributed from

start to finish. Based on this assumption the volume of the flow is divided into equal

bins of set durations. The volume within each bin is added into the demand matrix

specifying the demand between the ingress and egress node for that bin period. Once

all flows are processed, the demand matrix will contain total traffic demand between

ingress, egress pairs over each bin period. The authors also state that additional in-

formation such as protocol and type of service information held within the flow record

can be used to enhance the demand matrix information.

Papagiannaki et al. (2004) proposes an enhancement to this approach. The work

presents a method of distributing the operation of demand matrix estimation among

the ingress router nodes. The approach focuses on distributing two essential functions

core to the estimation of the demand matrix from flow records and makes the following

recommendations:
1Within this context, the measurement domain is the part of the network where trajectory sampling

is deployed.
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• Implement a function to map destination network prefixes to egress links or

routers within the domain;

• Modify the definition of the flow record in order to include the result of this

mapping.

Based on the analysis performed within the paper, the authors found that up to

99% communications overhead can be reduced if the proposed approach was deployed

over a traditional direct measurement approach.

2.2.3 Admission Control Techniques

Admission control is a strategy usually employed to control access to a resource in

order to maintain some stated objective. This objective can include: maintaining a

secure system through firewall policies and access control lists; avoiding congestion on

a network node through the use of the admission control algorithms such as that by

Turán et al. (1998); load control over an entire network, as demonstrated in Jennings

et al. (2001); and maintaining stated QoS targets of traffic over limited bandwidth,

such as the work of Georgoulas et al. (2005b) and Milbrandt et al. (2007). This section

focuses solely on the latter objective of maintaining QoS of admitted traffic flows during

periods of high network load within an operational network scenario.

As stated in Shenker et al. (1997a), admission control within the IntServ and Diff-

Serv network is performed based on the TSpec within the RSVP request. The TSpec

contains an a priori description of the traffic requirements, stating a peak throughput

rate. The admission control logic would base its decision on a comparison of total

peak rates of all admitted services to the total capacity available of the link. If ad-

equate bandwidth is available, the service can be admitted. This type of admission

control algorithm is generally known as Parameter Based Admission Control (PBAC).

This approach can lead to over provisioning for admitted service requests, as the peak

throughput of a request is rarely consumed for a duration of the session.

A number of approaches have been developed to address the issue of over provision-

ing by basing decisions on live traffic measurements. Measurement based admission

control (MBAC) attempts to learn the characteristics and requirements of the traffic

flows admitted and bases future decisions on this knowledge. Several detailed evalua-

tions of various measurement based admission control algorithms have been published,
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for example: Jamin et al. (1997); Turán et al. (1998) and Breslau et al. (2000). The

advantage of using measurement-based approaches over parameter based, is that no

a priori knowledge of the service request is required, therefore a greater utilisation of

available resources is achievable.

2.2.3.1 Measurements and a priori traffic descriptor based admission con-
trol

The third approach we focus on is hybrid admission control. Hybrid approaches depend

on both a description of the requesting service along with detailed traffic measurements

to aid the decision process. The following section discusses two representative hybrid

admission control approaches with respect to QoS control and bandwidth utilisation.

The Measurements and a priori traffic descriptor based admission control algorithm,

proposed by Georgoulas et al. (2005b) focusses on ensuring QoS targets of admitted

traffic are maintained while maximising bandwidth utilisation. This approach uses the

estimation of effective bandwidth to control bandwidth utilisation of admitted traffic.

The technique it uses for this estimation is based on the the theory of equivalent capacity

(Guérin et al., 1991). The approach uses both the traffic descriptor defining the peak

rate of the requesting service and measurements of admitted traffic within the network

to make admission decisions. Measurements of the mean throughput of the admitted

traffic, along with the standard deviation of the aggregate bit rate, are used as input

to estimate effective bandwidth requirements of the admitted traffic.

The main disadvantage of this approach stems from its reliance on traffic model

based effective bandwidth estimation. As stated by Guérin et al. (1991), the approach

depends on a strict traffic model assumption, which states that as traffic is aggregated

the stationary bit rate approaches a Gaussian distribution. If traffic is not adhering to

this strict model, estimations of effective bandwidth can be inaccurate, thus reducing

the control over QoS the algorithm needs to maintain.

2.2.3.2 Experience Based Admission Control

Experience based admission control (EBAC) is another hybrid admission control algo-

rithm, proposed by Menth et al. (2004); Milbrandt et al. (2006, 2007). The algorithm

focuses on ensuring accurate and timely predictions of bandwidth requirements in the

face of highly fluctuating traffic. The approach depends on a theoretical prediction of
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Table 2.3: Summary of effective bandwidth estimation approaches.

Method Traffic Model Statistical
Multiplex

Online

Traffic model based Yes No No

Roberts estimation Yes No Yes

Gaussian estimation Yes No Yes

Empirical estimation No Yes No

effective bandwidth and uses this estimation to set a maximum link utilisation thresh-

old. This threshold defines the maximum allowable throughput on the link, before QoS

violations in packet loss targets begin to occur. The algorithm bases this estimation on

the approach developed by Roberts et al. (1996) (as presented in section 2.2.1.2). The

authors conclude that the algorithm is highly adaptive and can guarantee QoS will be

maintained even with high variability of admitted traffic and burstiness. This approach

only measures the maximum allowable proportion of link bandwidth that can be used

to ensure QoS targets are guaranteed on traffic fitting a statically defined traffic model.

Therefore it can not accurately estimate effective bandwidth requirements for traffic

not adhering to this traffic model definition. This has a direct impact on the actual

control over QoS the algorithm has, during scenarios where traffic flow characteristics

can change, in particular where there is statistical multiplexing of traffic flows.

2.3 Summary and Conclusions

This chapter began by providing background material related to operation and con-

trol of QoS within the communications network. This covered issues relating to the

collection and measurement of traffic performance metrics. Performance analysis, con-

trol and accounting of these metrics were also covered. Following this, a discussion of

tools and techniques commonly used for the control of QoS within the communications

network was presented. This included effective bandwidth estimation, demand matrix

estimation and admission control. We define each part of the work within this thesis

as an aspect of the traffic engineering control loop Fig. 2.13.
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Figure 2.13: Measurement and Analysis Aspects.

2.3.1 Analysis of effective bandwidth estimation approaches

Based on the review it is clear that traffic model based estimation of effective bandwidth

is highly dependent on either the accurate modelling of traffic, or static assumptions

on traffic behaviour. It is our contention that such approaches are not suitable for

accurate effective bandwidth estimation within an operational network scenario, and

we therefore believe an empirical approach to effective bandwidth estimation is superior,

particularly with respect to suitable for addressing operational network scenarios such

as statistical multiplexing within traffic.

2.3.2 Analysis of demand matrix preparation approaches

Based on the analysis of the proposed demand matrix estimation approaches, we have

compiled a summary of our conclusions in Table 2.4. This analysis was based on each

approach’s ability to supply accurate information of network demand and associated

QoS metrics to a network planning process. It evaluates each approach based on its

potential impact on the network operator’s operational and capital expenditure. As can

be seen in Table 2.4, as the operational and capital expenditure of a network monitoring

system decreases so too does the level of accuracy and ability to capture vital QoS

metrics such as packet level loss, delay and jitter. The ideal objective of the network

operator is to supply accurate, QoS related demand matrix information to the network
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Table 2.4: Summary of demand matrix estimation approaches.

Approach OPEX CAPEX Demand Ma-
trix accuracy

QoS Met-
rics

Direct Measure-
ments

High High High High

Trajectory Sam-
pling

Medium Medium Medium Medium

Accounting
Based Inference

Low Low Low None

planning system at minimal cost. To ensure this is achieved, lower cost deployments

must be appropriately enhanced to capture QoS related characteristics of traffic. In

this thesis we outline a method of enhancing the accounting based demand estimation

process with appropriate empirically measured effective bandwidth estimations.

2.3.3 Analysis of admission control algorithms

The objective of admission control is to ensure customers’ traffic flows are allocated

sufficient bandwidth to ensure service level agreement constraints relating to packet

level QoS targets are maintained during periods of high network load. A key feature of

any admission control algorithm is how well it predicts the level of bandwidth required

to admit a requesting service. If a new flow is accepted, the associated packet level QoS

targets should be met, without affecting QoS of already admitted flows. Fundamental

to achieving this is the accurate prediction of required effective bandwidth of aggregated

traffic already admitted to the network.

We have reviewed a number of admission control algorithms, with the objective of

maintaining packet level QoS targets of traffic during periods of high network load. The

review discussed a number of admission control algorithms that attempt to guarantee

packet level QoS through over provisioning (PBAC) or maximise bandwidth utilisation

through traffic measurement and modelling (MTAC and EBAC). Table 2.5 outlines

a summary of our review. As PBAC over provisions for admitted services, the gain

of guaranteed QoS control can come at the cost of resource under utilisation. This

can have a direct impact on the volume of customers admitted to the network, thus

impacting the level of potential revenue. However, as both MTAC and EBAC rely on
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Table 2.5: Summary of admission control approaches.

Approach Bandwidth Utilisation QoS Control

PBAC Low Guaranteed

MTAC Medium Unstable

EBAC Medium Unstable

traffic model assumptions for the estimation of effective bandwidth, their estimation of

effective bandwidth can only be dependable under traffic conditions in line with their

assumptions. We contend that such approaches are inappropriate for admission control

within an operational network scenario, and can lead to poor utilisation of bandwidth

within the network.

2.3.4 Concluding Remarks and Hypothesis

The objective of the network operator is to control the QoS of services through de-

ployment of traffic engineering strategies in a cost efficient and timely manner. A

fundamental tool used to ensure this objective is maintained is the accurate estima-

tion of effective bandwidth requirements of traffic. Clearly an accurate estimation of

effective bandwidth can ensure optimal usage of available resources within the network

while maintaining packet level QoS targets on traffic. With respect to minimising op-

erational and capital expenditure incurred, this section focused on analysing attempts

to reduce the cost of demand matrix preparation. Ideally the network operator wishes

to establish a QoS aware view of network demand, but with minimal investment in

network infrastructure.

Based on this literature review, the following issues have been identified:

• Effective bandwidth estimation algorithms reliant on traffic model assumptions

cannot account for a wide range of traffic types that do not adhere to the traffic

model assumptions. This has a direct impact on the dependability of the ef-

fective bandwidth estimations and their usefulness in the deployment of traffic

engineering strategies for QoS control of traffic.

• In attempting to reduce operational and capital expenditure of supplying vital

demand matrix information to long term network planning processes, proposed
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approaches sacrifice accuracy in measuring traffic demands and packet level met-

rics such as packet delay, loss and jitter. For such approaches to be effective in

QoS control by the network planning process, the demand matrix information

requires QoS related enhancements.

• Admission control algorithms that attempt to improve bandwidth utilisation in

comparison to peak rate over-provisioning, sacrifice QoS control as proposed ap-

proaches use effective bandwidth estimation algorithms based on traffic model

assumptions.

• Admission control algorithms that attempt to guarantee QoS of admitted traffic,

either over-provision for admitted services or use effective bandwidth estimation

algorithms reliant on strict traffic model assumptions to control QoS of traffic.

The former can lead to an under-utilisation of available bandwidth, while the

latter one is unable to accurately estimate the effective bandwidth of aggregated

traffic flows for non-compliant traffic flows, leading to a sub-optimal utilisation

of available resources.

Based on the literature reviewed within this chapter and the issues we have identi-

fied, we state the following hypothesis as a motivation of our work:

A purely empirical approach to the estimation of effective bandwidth of a

set of aggregated traffic flows can provide the degree of accuracy required to

facilitate effective traffic engineering processes such as QoS-aware network

planning and admission control.

The remainder of this thesis is devoted to evaluation of the hypothesis through

the proposition and evaluation of a purely empirical effective bandwidth estimation

algorithm. The algorithm is evaluated within the two traffic engineering scenarios:

QoS-aware network planning and admission control. We evaluate efficiency of the ap-

proach with respect to both estimation of effective bandwidth of aggregated traffic

flows, and cost efficiency within the two processes. We demonstrate that, due to the

accuracy of the purely empirical effective bandwidth estimation algorithm, a relatively

low cost solution can be developed to establish appropriate input to a QoS aware net-

work planning process. We also demonstrate that a revenue optimisation strategy can

be developed for an IPTV admission control algorithm, utilising the purely empirical
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effective bandwidth estimation algorithm as a method of guaranteeing QoS of admitted

traffic while maximising bandwidth utilisation.
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Chapter 3

An Empirical Effective

Bandwidth Estimation Algorithm

Effective bandwidth is defined as the minimum amount of bandwidth required by a

traffic flow to maintain a specified Quality of Service (QoS) related target (Kelly, 1996).

There are many approaches proposed to estimate the effective bandwidth of a traffic

flow, however the majority of these approaches rely on the formal specification of a

traffic model and depend on the traffic within the network being well behaved1. We

contend that such approaches are unsuitable for use within a communications network,

as traffic can be quite difficult to model over varying time-scales, this is backed up by

evidence of self-similarity within traffic (Leland et al., 1994).

This chapter specifies and evaluates a purely empirical approach for estimating the

effective bandwidth of aggregated traffic flows. We believe such an approach is suitable

for use within a communications network as it can operate independently of traffic

model assumptions. The approach is evaluated against two estimation approaches

reliant on traffic model assumptions. We evaluate these approaches for two common

forms of traffic within a communications network; elastic and streaming traffic. We

investigate the performance of each algorithm in estimating the effective bandwidth of

the traffic flows within a number of scenarios addressing both traffic flow aggregation

and QoS target variation. Our experiments focus particularly on estimation of effective

bandwidth with regards to QoS targets on packet delay, however the approach can

be readily adopted for both loss and delay targets. We proceed by proposing suitable
1Well behaved traffic flows are traffic flows that conform to given traffic model assumptions.
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operational QoS targets on packet delay for aggregated elastic and streaming traffic

based on requirements of the applications that produce this traffic.

This chapter is structured as follows: §3.1 discusses factors that can affect the ef-

fective bandwidth of a traffic flow within a communications network. §3.2 presents the

proposed empirical approach taken for effective bandwidth estimation. §3.3 presents

two traffic model based approaches of effective bandwidth estimation and details an

experimental scenario used to evaluate the performance of the three approaches. Fi-

nally in §3.4 we summarise the contribution of this chapter and offer some concluding

remarks.

3.1 Considerations of Effective Bandwidth Estimation

This section discusses in more detail the factors that can influence the effective band-

width of a traffic flow. It highlights three contributing factors: traffic characteristics,

QoS targets imposed and traffic aggregation.

• Traffic characteristics

For traffic model based effective bandwidth estimation approaches, such as the

approaches discussed in section 2.2.1, when the traffic is well behaved the es-

timation of effective bandwidth can be approximated with reasonable accuracy.

However, it is quite difficult to take into account the different activity levels of

traffic for different time scales ranging from milliseconds to minutes and hours

(Leland et al., 1994). Therefore, a vital requirement for the estimation of effective

bandwidth is the ability to estimate this value independent of the traffic charac-

teristics. This will ensure a robust appraoch that can deal with any type of traffic

traversing the network, including traffic resulting from the introduction of new

applications.

• Sensitivity to QoS targets

Effective bandwidth of traffic is directly related to the stated QoS target being

imposed on that traffic. For example, a traffic flow with an absolute zero tolerance

to packet delay would require bandwidth to be reserved across the network at the

peak throughput of the traffic flow, for it to experience no significant queuing
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delay across the network. The delay experienced through transmission over links

or propagation through network cards is not taken into account. In this case the

effective bandwidth of the traffic flow would be equal to the peak throughput.

However, QoS targets are rarely as stringent as this, allowing a certain amount

of packet delay within the traffic flow. As a result the effective bandwidth of

the traffic flow reduces as the QoS targets become less stringent. This behaviour

must be reflected within an effective bandwidth estimation algorithm.

• Effective bandwidth of aggregated traffic

Statistical multiplexing is a form of bandwidth sharing between flows of traffic

aggregated at a common point on the network. There exists a non-linear rela-

tionship between the effective bandwidth of a traffic flow prior to and after the

aggregation point (Botvich & Duffield, 1995). The recognition of this behaviour

in the estimation of effective bandwidth is crucial, as the aggregation of traffic at

ingress points on the network is common practice.

3.2 Empirical Effective Bandwidth Estimation Framework

We intend to demonstrate that a purely empirical estimation of effective bandwidth is

the most appropriate approach to measuring effective bandwidth of aggregated traffic

flows. The approach is based on the analysis of a recorded packet trace collected

from a point in the network. Our approach focuses solely on estimating the effective

bandwidth of a traffic trace for specified QoS targets on packet delay. It is important to

note that the approach presented here is a per hop estimation of effective bandwidth.

The approach does not take into consideration end to end packet delay across the

network, including propagation delay and link delay.

Recent work has been published on an approach for empirically measuring the

effective bandwidth of a packet trace through the simulation of a FIFO queue (Liu

& Baras, 2004). The approach proposed here is similar in nature, however we have

explicitly defined the FIFO queue model we wish to implement, where as Liu & Baras

(2004) have not. We have also specified the specific binary search algorithm used to find

the effective bandwidth value. A difference between the two approaches is also with

respect to the duration of the packet trace used for analysis. We choose an appropriate
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packet trace duration to suit the particular scenario and performance optimisation

problem being developed to use the effective bandwidth estimation, on the other hand

Liu & Baras (2004) define a method of optimising the duration of the packet trace size,

used for analysis, to avoid over-estimation. We believe, for the types of scenarios we

consider, this optimisation step is unnecessary. We evaluate the decision of selecting a

packet trace size later in section 3.3.4.4.

A typical example of a QoS delay target is (0.04 s, 0.001), which means that only

0.1% of traffic is allowed to be delayed more than 40 ms. As the effective bandwidth

depends on the QoS target, for different QoS targets, effective bandwidth estimations

could be different. Suppose the QoS delay target is fixed and includes delaymax the

maximum delay and pdelay the proportion of traffic which can exhibit delay more than

delaymax. We define effective bandwidth Reff of a traffic flow for the QoS delay target

(delaymax, pdelay) as a minimal link rate such that if we simulate a FIFO queue (with

an unlimited buffer and assumed initially empty) the proportion of traffic which will

exhibit delay more than delaymax will be less than pdelay.

To estimate the effective bandwidth of a particular traffic flow, we take a recorded

packet trace of that flow from the network. We observe that if we simulate a FIFO queue

with the same inputted packet trace {TM} for different queue service rates R1 < R2 and

estimate the proportions p1 and p2 of traffic delayed more than delaymax for different

rates respectively, then p1 > p2. This means that the proportion of traffic, p, delayed

more than delaymax is a monotonically decreasing function of service rate R. Using

this observation we define, a simple binary search algorithm for a recorded packet trace

to find the minimal value of a queue rate such that the proportion of traffic delayed

more than delaymax is less than pdelay.

3.2.1 Algorithm for Estimating Proportion of Violating Traffic using

the FIFO Queue

There are two approaches commonly used to model a FIFO queue, the packet model

or the continuous model. As depicted in Fig. 3.1, the packet level FIFO queue models

the processing of each packet as a whole, where as a continuous FIFO queue models

the processing of packets as a continuous bit stream. The latter approach distinguishes

between total and partially delayed packets, including only the volume of traffic delayed

in the calculation. The former approach will include the volume of a complete packet
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Notation Description
T (xi, ti) A packet within a trace list where packet size xi and corresponding

arrival times ti.
{TM} The set of all packets contained within trace TM .
M The total number of packets in trace TM .

delaymax Maximum allowable packet delay target in seconds.
pdelay Target proportion of traffic allowed to violate delaymax.
R The service rate of the FIFO queue.

Rmean, Rpeak Measured mean and peak throughout rates of packet trace TM .
p Corresponding proportion of violating traffic for service rate R, packet

trace TM and delay target delaymax.
β Identifies a margin of accuracy used to find the effective bandwidth

value for a particular QoS violation target as a proportion of the QoS
delay target pdelay.

e Identifies the actual margin of accuracy to be used relative to pdelay.

Reff FIFO queue service rate that meets QoS requirements on proportion of
traffic violating the specified packet delay target. We use this value as
a measure of Effective Bandwidth.

δmax Maximum queue volume, before traffic is delayed greater than delaymax.
δtime Time to service the queue at service rate R, from the time of packet

arrival.
δvol Current volume of the FIFO queue buffer.

TOTALvol Total volume of traffic that has been processed through the FIFO queue.
DELAYvol Volume of traffic delayed greater than the target delaymax.

Table 3.1: Notation for the estimation of effective bandwidth
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into the calculation, even if only partially delayed. With the inclusion of total packet

size for partially delayed packets in the calculation of traffic violations, it is safe to

assume that a packet model would result in a more conservative estimation of effective

bandwidth. For the purpose of this work, we implement a continuous FIFO queue

model for a more fine grained estimation of effective bandwidth to be guaranteed.

R

R

DELAYmax

DELAYvol

DELAYvol

Packet Model

Continuous Model

Figure 3.1: FIFO Queue packet model versus the continuous model

In Alg. 3.1 we define our continuous FIFO queue model for use in the empirical

estimation of effective bandwidth. This algorithm is used to calculate the proportion

of violating traffic for a particular queue service rate. Table 3.1 summarises the FIFO

queue algorithm notation. Each packet in the trace consists of a pair of attributes that

specify the packet size, denoted xi in bits and packet arrival time denoted ti in seconds.

Let δmax denote the maximum allowable volume of the queue buffer in bits before

traffic experiences delay greater than delaymax. Let δvol denote the current volume of

the queue buffer. Let TOTALvol denote the total volume of traffic that has passed

through the queue. Let DELAYvol denote the total volume of traffic that has exceeded

the allowable bound of δmax. Finally, p denotes the proportion of traffic delayed in

respect to total traffic processed.

The algorithm assumes an infinite queue buffer, which is initially empty. The justi-

fication for using an infinite buffer is to ensure no packets are lost during the processing

of the packet trace through the FIFO queue. To consider QoS targets of packet loss,

a limit on the queue buffer would be imposed. The algorithm is passed a specified

service rate R to process the packet trace, a specified maximum delay target on traffic

delaymax, and a packet trace {TM} as input. Once the queue is initialised, the algo-

rithm sets a specified target queue volume δmax by multiplying the specified service
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Algorithm 3.1: FIFO queue algorithm for estimation of violating traffic
Input: delaymax, R, {TM}
Output: p

Set δvol = 0;
Set δtime = 0;
Set TOTALvol = 0;
Set DELAYvol = 0;

Set δmax = delaymaxR;

forall T (xi, ti) in TM do

TOTALvol = TOTALvol + xi;

//IF Queue is empty
if ti ≥ δtime then

δtime = ti + xi
R ;

//Else packet is waiting
elseif ti < δtime then

δvol = (δtime − ti)R+ xi;
δtime = δtime + xi

R ;

//Traffic in violation
if δvol > δmax then

DELAYvol = DELAYvol + (δvol − δmax);

end
Set p = DELAYvol

TOTALvol
;

return p;
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rate R and delay target delaymax to calculate the maximum volume the queue can be

before traffic is delayed greater than this specified target. If the volume of the queue

δvol exceeds the maximum queue limit, all traffic beyond this limit will experience delay

greater than the specified target.

The algorithm processes the packet trace as follows: For each packet, the packet

arrival time ti is compared to the time set after the queue has been emptied, following

the previous packet arrival δtime. If the packet arrival time is greater or equal to δtime,

then the queue is empty and the packet is processed. The packet is processed by

updating the queue time by the time it takes the queue to process the packet at the

specified queue service rate. If the packet arrival time is less than δtime, this means the

packet must wait to be processed. To calculate the waiting time, we must calculate the

difference between the packet arrival time and the current queue time. The queue must

process traffic for this duration before processing the arrived packet. At this point, we

store the volume of traffic within the queue by adding the volume of traffic ahead of

the packet plus the packet itself. If at this stage the queue volume δvol is greater than

the maximum allowable queue volume δmax, the difference is recorded as the volume of

traffic in breach of the delay target.

As the algorithm proceeds, the total volume of traffic delayed greater than the

specified delay target accumulates in DELAYvol. When all packets have been processed

through the queue, the algorithm will return the proportion of delayed trafficDELAYvol
over the total volume of traffic processed, TOTALvol.

3.2.2 Effective Bandwidth Binary Search Algorithm

The effective bandwidth estimation algorithm, as depicted in algorithm 3.2, controls

the FIFO queue service rate to find a suitable service rate R where the proportion of

violating traffic p is equal to the specified violation target pdelay. However, as p is a real

number, comparisons of equality are difficult, therefore we implement an error region,

denoted β. This error region enables us to control the precision of the algorithm in

estimating the effective bandwidth of a recorded packet trace.

The algorithm , as outlined in Alg. 3.2 takes as parameters, a specified traffic delay

target, denoted delaymax, a specified violation target (denoted pdelay), a packet trace

(denoted {TM}), and an error control variable (denoted β). p denotes the corresponding

proportion of violating traffic for service rate R using the specified traffic delay target.
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Algorithm 3.2: Estimation of effective bandwidth using a binary search algo-
rithm

Input: delaymax, pdelay, {TM} , β
Output: Reff

Set e = pdelayβ;
Set Rlow = calcMean ({TM});
Set Rhigh = calcPeak ({TM});
Set Rmid = Rlow + Rhigh−Rlow

2 ;

Set pmid = calcV iolations (delaymax, Rmid, {TM});

while (pmid = (pdelay ± e)) = false do

if (pmid < pdelay) then
Rhigh = Rmid;

else
Rlow = Rmid;

Set Rmid = Rlow + Rhigh−Rlow
2 ;

Set pmid = calcV iolations (delaymax, Rmid, {TM});

end while

Reff = Rmid;
return Reff ;

56



3.3 Evaluation of the Empirical Effective Bandwidth Estimation Algorithm

The objective of the algorithm is to find a service rate R where its corresponding

proportion of violating traffic p is equal to pdelay ( ± the error region β). The error

region is calculated as ± a specified percentage of pdelay dictated by the β attribute.

This β parameter is required as the values of p and pdelay being compared are real

numbers over a continuous search space. These numbers cannot be compared directly

and are therefore compared based on a margin of error specified by the β parameter.

Therefore, the higher the β parameter, the wider the region of comparison is between

the values.

3.3 Evaluation of the Empirical Effective Bandwidth Es-

timation Algorithm

We now provide an in-depth analysis and evaluation of the empirical effective band-

width estimation algorithm. We first analyse the time and space complexity of the

algorithm, discussing methods of improving performance and scalability in different

traffic conditions. We then discuss the settings of our network scenario and perform a

number of sensitivity analysis experiments on the input parameters of the algorithm.

We finally evaluate the performance of the algorithm for estimating effective bandwidth

of aggregated traffic flows in comparison to two traffic model based effective bandwidth

estimation approaches.

3.3.1 Time and Space Complexity

We first focus on the time complexity of the proposed algorithm. As the algorithm relies

on the simulation of a FIFO queue model to estimate the proportion of QoS violations

that a packet trace incurs for a particular queue service rate, each packet within the

packet trace must be processed in succession. This operation happens in time O(N),

where N is the number of packets within the packet trace. As the algorithm uses a

binary search algorithm to choose appropriate service rates dependent on the associated

QoS violations experienced, the algorithm must repeat the previous operation in time

O(logM), where M is the search space of possible QoS violations. M is dependent

on both the QoS violation target, pdelay and the error resolution parameter β. This

error region, calculated as pdelay ∗ β, is used by the algorithm to evaluate whether an

appropriate QoS violation target has been found. The algorithm evaluates ± this value
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of the calculated p against the target pdelay. Therefore we can calculate M as 1
pdelayβ

.

As the algorithm employs a binary search strategy to locate the QoS violation target

and corresponding queue service rate, the theoretical number of iterations can be found

as follows:

log2(
1

pdelayβ
) (3.1)

The algorithm therefore runs in O(N logM) time. The smaller the QoS violation

target is, and the smaller the error region will be, the larger the search space will be.

The performance of the algorithm can therefore be improved by two means; firstly by

reducing the number of packets within the collected packet trace to reduce N , and

secondly increasing either the QoS violation target or the error resolution parameter β.

The first can be achieved by collecting a shorter packet trace or by collecting a trace

at a lower resolution of time (e.g. bits per millisecond). In the second case, however,

the QoS violation targets tend to be predetermined by the types of traffic and the

higher level SLAs and QoS guarantees offered by the network operator. Therefore the

controlling parameter to be used is β.

To evaluate the time complexity of the proposed algorithm we perform the following

experiment. We replay a packet trace through the algorithm and vary the β parameter

and with a fixed QoS violation target, pdelay, of 0.001. We measure the number of iter-

ations of the algorithm for a number of different β values. The results are then plotted

against the theoretical binary search function. The packet traces for this experiment

were taken from the MOME data-set MOME (2008). Two packet traces of a duration

of 6.35 hours were processed through the algorithm at 5 minute segments. Each seg-

ment is processed through the algorithm and the number of iterations are recorded.

Fig 3.2 depicts both the experimental results collected from 1̃50 algorithm iterations

using different β values and the theoretical binary search of an equivalent search space;

as can be seen the algorithm performs in line with the expected theoretical equivalent.

With regards to the space complexity of the algorithm, a packet trace is loaded

into memory in its entirety once before the algorithm is executed. Therefore the space

complexity of the algorithm is O(N), where N is the number of packets within the

trace. Efficiency can therefore be increased by reducing the size of the packet trace or

by increasing the resolution at which the trace is collected.
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Figure 3.2: Affect varying β has on algorithm performance.

3.3.2 Simulation Settings

We now discuss the characteristics of the traffic and proposed operational network

scenario we will use throughout the experimental evaluation process.

3.3.2.1 Traffic Characteristics

We simulate both elastic and streaming traffic conditions to demonstrate the ability

of our empirical approach to estimate effective bandwidth of such traffic types. To

simulate elastic traffic, we collected an IP packet trace of all HTTP traffic entering

the corporate network at our facility. The facility has a 250Mbps connection to the

Internet over which all external traffic enters the network. The packet trace collected

contains a total of 85 end point hosts within the ArcLabs (2008) network, connecting

to up to 780 different external servers over the duration of the trace.

Within the facility there are about 100 staff members plus a number of internal

software companies. The staff profiles consist of both researchers and software devel-

opers at a ratio of 60/ 40 with a limited number of non technical personnel covering
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Figure 3.3: Distribution of packet sizes for the HTTP packet trace.

administrative and operational duties. The trace was collected using Ethereal with the

following filter:

src port 80 http

The packet trace was collected over the period of 4pm and 5pm on February 11th

2008; during this period the mean throughput was 4.4Mbps. Once the packet trace was

collected, the packet size and arrival time was extracted from the each packet header

and stored. Figs. 3.3 and 3.4 depict the properties of the collected elastic packet trace.

Fig. 3.3 depicts the distribution of packet sizes within the traffic. The distribution

shows that the traffic contains a bimodal distribution, where a large proportion of

packets are either very small (6̃0 bytes) or very large (1̃500 bytes). This has also been

observed in a recent Internet packet size distribution studie (Sinha et al., 2007). This is

typical for HTTP traffic, as TCP control signalling such as ACK would consume very

little bandwidth while data traffic such as images would consume a larger volume of

traffic.

We also wish to model streaming traffic within the network to evaluate the behaviour

of our algorithm within this context. We use a video frame trace detailed in Fitzek

& Reisslein (2001) to simulate streaming traffic within the network. The frame trace

is taken from the film Jurassic Park over a duration of 1 hour. Fig. 3.5 depicts the

frame size distribution of the frame trace being used. The video is simulated as being
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Figure 3.4: Distribution of packet inter-arrival times for the HTTP packet trace.

streamed across the network at a constant frame rate of 24 frames per second. Fitzek

& Reisslein (2001) have demonstrated that this frame trace has self-similar properties,

deeming it very difficult to accurately model its characteristics. We use this frame trace

for this reason, with the intention of demonstrating the effectiveness of our purely

empirical approach of measuring effective bandwidth in comparison to traffic model

reliant approaches.

3.3.2.2 Simulated Network Topology

The following network topology is used to evaluate the performance of the discussed

algorithms. The bottleneck topology depicted in Fig. 3.6 is configured and modeled

in the OPNETTMModeler (OPNET, 2008). Traffic is generated at the attached source

nodes using the discussed packet traces, aggregated onto an OC3 155 Mbps link and

forwarded to the ingress node of a core network. Of this 155 Mbps, we assume 10%

is reserved for emergency scenarios, so we assume 140 Mbps of bandwidth is available.

A measurement device is set up on the aggregation link where packet traces of the

generated traffic are collected for analysis. As the same packet trace is being used

to model multiple traffic sources, OPNET has been set up to begin using the packet

trace at each source at a random point within the trace which wraps around for the

duration of the simulation. This is to ensure a diverse set of traffic characteristics are
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Figure 3.5: Distribution of frame sizes for streaming video traffic.

simulated throughout the running of the simulation. Packet traces are collected at the

measurement point of equal duration Tmax = 5 mins. We discuss the significance of

this interval choice later in section 3.3.4.4.

3.3.3 Comparison between purely empirical and traffic model reliant

estimation of effective bandwidth

We define the following comparative analysis strategies with the intent of demonstrat-

ing the advantages of estimating the effective bandwidth of a packet trace empirically

over approaches reliant on traffic model assumptions. Our intention is to demonstrate

the effect their inability to recognise the effect statistical multiplexing has on the esti-

mated effective bandwidth of varying levels of aggregated traffic flows. We evaluate two

approaches; the Gaussian estimation (Guérin et al., 1991) and the Roberts estimation

(Roberts et al., 1996).

3.3.3.1 Gaussian Estimation

For the Gaussian estimation technique for elastic traffic it is assumed that traffic arriv-

ing at the point of measurement follows a Gaussian distribution. Using this assumption

Guérin et al. (1991) defines the following formula to estimate the effective bandwidth,
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Figure 3.6: Simulated Network Topology.

Beff , of a packet trace based on the mean throughput m, and the standard deviation

of the packet arrival rate of arriving traffic σ, for a specified packet loss ratio ε:

Beff = m+ σ
√
−2 ln ε− ln 2π (3.2)

3.3.3.2 Roberts Estimation

The Roberts estimation technique is used to estimate the effective bandwidth of stream-

ing traffic. It estimates the maximum link utilisation threshold ρmax required to main-

tain set QoS targets on packet delay (Roberts et al., 1996). The approach models traffic

arriving on a link as an N ·D/D/1−∞ queueing system, with N homogeneous flows,

each sending packets of a mean expected packet size E[B] and inter-arrival time E[A].

The rate of a particular flow, Cf is calculated as follows:

Cf =
E[B]
E[A]

. (3.3)

The packet delay distribution of the queue system is modelled by:

x =
t ·BTOT
E[B]

and ρ =
N · E[B]
Cf

(3.4)

P (W ≤ t) = 1− e−2x( x
N

+1−ρ)
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where BTOT is the total available bandwidth on the link.

The objective of the algorithm is to find the maximum link utilisation for which the

specified QoS target on packet delay is satisfied, where Wmax is the target maximum

packet delay time and pW is the proportion of traffic allowed to violate this target. The

maximum link utilisation ρmax is computed by:

ρmax = max
ρ
ρ : P (W > Wmax) ≤ pW (3.5)

3.3.4 Choice of algorithm settings

We now discuss the set of experiments we perform to compare the algorithms outlined

in section 3.3.3 against our empirical effective bandwidth estimation algorithm. We first

wish to demonstrate the operation of our algorithm in finding the effective bandwidth

of a packet trace. Following this, we discuss the choice of measurement resolutions in

the calculation of the peak rate of a packet trace. As the binary search algorithm uses

the peak rate of the collected packet trace as as its upper limit, we must ensure this

measurement is being attained in an appropriate manner. We evaluate the effect of

varying the β value has on the performance of the algorithm. We then go on to discuss

the decision of choosing an appropriate packet trace duration Tmax. Following these set

of experiments specific to the algorithm itself, we evaluate the algorithms effectiveness

at measuring the effective bandwidth of aggregated traffic flows, in comparison to the

proposed approaches reliant on traffic model assumptions. Finally, we evaluate the

affect varying QoS violation targets have on the estimation of effective bandwidth

through our algorithm.

3.3.4.1 Demonstration of empirical effective bandwidth estimation

As can be seen in Fig. 3.7 the HTTP packet trace packet trace has been processed

through the FIFO queue at a service rate of 516,847 bps. The maximum queue size is

calculated to be 103,369 bits, based on an outlined QoS delay target of 0.04 sec. For

this particular scenario, we set a QoS violation target of 0.001 and a β value of 0.01.

If the queue size exceeds the maximum allowable queue size, the violating volume of

traffic will be delayed greater than our QoS delay target.
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Figure 3.7: Volume of traffic violating the QoS target on packet delay for a particular
service rate.

The FIFO queue algorithm keeps track of the amount of traffic delayed greater than

this limit. Once the packet trace has been processed, the fraction of traffic violating

the QoS delay target is calculated by dividing the delayed volume of traffic by the

total queue volume accumulated. In this case, our algorithm detects that the violation

proportion is within acceptable limits of the required QoS violation target for this

packet trace and will return 516,847 bps as the effective bandwidth estimation.

3.3.4.2 Resolution of peak rate measurements

The measurement resolution is used to estimate the peak rate of the collected packet

trace. We perform an experiment of calculating the peak and mean rate of the HTTP

packet trace using different measurement resolutions ranging from 0.0001 seconds to 10

seconds. The effective bandwidth binary search algorithm assumes that the effective

bandwidth value we are looking for is between the peak rate and mean rate of the

packet trace being processed. However, if a large measurement interval is being used to

estimate the peak throughput of the packet trace, this assumption may not be valid, as

the effective bandwidth may be higher than that of the measured peak rate. We must

ensure that a reasonable level of accuracy is being used in the estimation of the peak

rate.

From Fig. 3.8, we see that the measured peak rate reduces as the measurement in-
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Figure 3.8: Variation on peak rate measurements with respect to measurement resolu-
tion.

terval increases. This figure also plots the estimated effective bandwidth of the packet

trace using appropriate QoS targets on packet delay. Within the figure we have marked

an ineffective search region for the binary search algorithm as the effective bandwidth

is higher than the peak measurement. Within such a situation, an appropriate effective

bandwidth value would not be found by the binary search algorithm. For the experi-

ments within this thesis using the packet trace stated, we use a measurement interval of

0.001 to measure the peak rate. We believe this to be accurate enough for our purposes,

ensuring the effective bandwidth will be within the range of peak and mean, while also

ensuring that not too high a peak value is being used to within the effective bandwidth

search algorithm.

3.3.4.3 Error Region

We now analyse how the algorithm’s performance is affected by varying the β value

used to discover the appropriate proportion of violating traffic, using the proposed bi-

nary search in Alg. 3.2. The β value controls the algorithm’s decision of whether an

appropriate p value matching the QoS packet violation target of pdelay has been discov-

ered, as depicted in Fig. 3.9. As the algorithm is searching a continuous search space,

the larger the β value, the more margin of error is acceptable in testing equivalence

between the two values. This margin or error determines the level of accuracy required
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Figure 3.10: Effect of β has on algorithm iterations.

for finding the effective bandwidth, with a trade off against algorithm performance

(with respect to number of iterations) for higher precision searches. We execute the

algorithm on the HTTP packet trace supplied.

As can be seen in Fig. 3.10, for a very small β value, there are a high number of

algorithm iterations. The number of iterations reduces as the β value expands, however

this results in a reduction in precision of the effective bandwidth estimation. We wish

to specify an appropriate β value suitable for the experiment we intend to carry out.

Within the experiments, we choose a β value of 0.01. With this value, we can guarantee

the effective bandwidth value found will have the QoS violation of ± 0.01 of the target

violation for HTTP packet traces collected from the network.
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3.3.4.4 Packet Trace Duration

We now discuss the choice of Tmax, dictating the duration of the packet trace collected

from the network and analysed to estimate effective bandwidth. For an hour long

HTTP packet trace, we compared the effective bandwidth estimations over a number

of Tmax intervals. As can be seen from Fig. 3.11, at Tmax = 3600sec, the algorithm

returns the highest effective bandwidth value over the entire period. This estimation is

the effective bandwidth required to maintain the QoS packet delay target for the packet

trace over the complete hour. However the resultant effective bandwidth estimation

may not reveal the variations in effective bandwidth throughout that particular hour

and therefore may not be suitable for use in realtime traffic optimisation strategies

such as admission control or queue management, which deal with decisions over much

shorter time scales.

For packet traces collected with Tmax = 300sec, we notice a certain degree of

variation in required effective bandwidth over the hour. These measurements can be

more suitable for near-realtime traffic optimisation strategies such as admission control

where bandwidth must be managed over seconds and minutes, instead of hours. Again,

the effect is magnified when the packet traces are collected over Tmax = 60sec. With

the monitoring of smaller packet traces, we can build a more accurate picture of the

variation in effective bandwidth over a long period. We will discuss the usage of short

term effective bandwidth estimation in chapters 4 and 5.

3.3.5 Effective Bandwidth of Aggregated Traffic

Multiplexing is a common technique employed for sharing bandwidth between traffic

flows at a point of aggregation (Maglaris et al., 1988). However, within the aggregated

traffic flow, the effective bandwidth the individual traffic flows are also affected by this

process, as is theoretically demonstrated by Botvich & Duffield (1995) and Simonian

& Guibert (1995). The recognition of this effect is crucial to estimating bandwidth

requirements of aggregated traffic flows accurately. The objective of this experiment is

to evaluate whether the proposed algorithm considers this effect for the estimation of

effective bandwidth of aggregated traffic flows.

The experiment is performed separately for an aggregate of elastic and streaming

traffic. As these two traffic types have different QoS targets, the effective bandwidth
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Figure 3.11: Effective bandwidth estimations for various packet trace durations.

per traffic aggregate must be measured separately. The QoS packet delay targets are

set to (0.02 sec, 0.0001) for streaming video traffic and (0.04 sec, 0.001) for elastic

HTTP traffic. The experiment progresses by measuring the effective bandwidth of

elastic traffic at the point of aggregation using both the empirical algorithm and the

Gaussian estimation, as an increasing number of flows are aggregated. The experiment

is repeated for streaming traffic flows to evaluate the suitability of the Roberts estima-

tion of capturing this affect for a different traffic type, in comparison to the empirical

algorithm.

An increasing number of flows (1 - 64) are streamed from the source nodes, through

the aggregation router and into the ingress point of the network. Packet traces are

collected over a period Tmax = 300sec. The collected packet traces are then processed

to estimate an appropriate effective bandwidth value to suit the outlined QoS packet

delay targets, by each of the two traffic aggregates. For the benefit of result compar-

isons between elastic and streaming traffic, we normalise the effective bandwidth values

estimated against the measured mean throughput of each collected packet trace. The

associated settings for the effective bandwidth estimation approaches reliant on traffic

model assumptions are outlined in Table 3.2.

The Gaussian estimation depends on measurements of mean throughput and stan-

dard deviation of the packet arrival rate of the collected packet trace. For this experi-
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Table 3.2: Traffic model settings for the estimation of effective bandwidth.
Algorithm Attribute Settings

Gaussian ε 0.001

Roberts E[A] 0.0043 seconds
E[B] 9954.38 bits
t 0.05 sec
pW 0.9999
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Figure 3.12: Empirical versus Gaussian estimation of effective bandwidth of aggregated
traffic flows (Elastic).

ment we set ε (the packet loss ratio) to 0.001 to match the QoS violation target set for

elastic traffic. For the Roberts estimation algorithm we used the following settings to

represent streaming traffic, which have been calculated from the outlined packet trace.

Streaming flows are assumed to have a packet arrival time of E[A] = 0.0131 sec, and a

packet size of E[B] = 9, 978.3 bits. These values have been estimated from performing

an analysis of the packet traces generated from streaming the associated video frame

trace through the simulated network. The link has a maximum throughput of c(l) =

140 Mbps. The QoS target on packet delay for streaming traffic is set to t = 0.02 sec-

onds, with a probability of violation p = 0.0001. Based on these settings, the maximum

link threshold is estimated at 0.8646.

Figs. 3.12 and 3.13 depict the normalised effective bandwidth per level of aggre-

gated flows, for both elastic and streaming traffic respectively. For both the elastic and

streaming traffic, we observe the normalised effective bandwidth per traffic flow reduces
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Figure 3.13: Empirical versus Roberts estimation of effective bandwidth of aggregated
traffic flows (Streaming).

as the number of aggregated traffic flows increase. However, for both approaches reliant

on traffic model assumptions, there is no change in the normalised effective bandwidth

per traffic flow. The reason for this is that these approaches assume high levels of ag-

gregation with the traffic. For example, for the Gaussian estimation, the algorithm is

based on the assumption that distribution of packet arrivals follow a Gaussian distribu-

tion. Such an assumption is only valid for very high levels of aggregation as discussed

in Guérin et al. (1991). Therefore, this algorithm is only positioned to estimate effec-

tive bandwidth at high levels of traffic aggregation. Also for the Roberts estimation,

the maximum link utilisation threshold is calculated for the maximum number of flows

allowed on the link, thus the algorithm assumes a high level of aggregation in the esti-

mation process, and will reserve a static amount of effective bandwidth for each flow,

regardless of the level of aggregation.

3.3.6 Variation in QoS Violation Targets

We now study the effect varying QoS violation targets have on the effective bandwidth

of aggregated traffic flows using the empirical effective bandwidth algorithm. The

objective of this experiment is to demonstrate that varying the QoS violation targets

can affect effective bandwidth estimations across levels of aggregation. We evaluate this

effect for both elastic and streaming traffic, and offer some advice on typical operational

QoS violation target regions suitable for applications that generate these types of traffic.
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Figure 3.14: Operational QoS violation targets of elastic traffic of varying traffic flow
aggregations.

For each simulation run the QoS target set for the proportion of violating traffic

is modified from 0.0001 to 0.1. The experiment is repeated for 4, 8 and 16 traffic

flows of elastic, then streaming traffic. Figs. 3.14 and 3.15 demonstrates that as the

QoS violation target is relaxed, the required amount of effective bandwidth for each

aggregate of traffic decreases, for both elastic and non elastic traffic respectively. The

main reason for this is, as the QoS targets are relaxed, less bandwidth is required to

maintain the QoS targets imposed on the traffic. We notice that the decrease is at

a different rate for elastic and streaming traffic. This is due to the characteristics of

elastic and streaming traffic, elastic traffic may have weaker QoS targets on packet delay

but would have a high degree of bursts capable of violating the QoS targets on packet

delay. On the other hand, streaming traffic generally requires strict QoS targets on

packet delay, but with relatively stable streaming of packets, bursty behaviour resulting

in QoS breaches occurs less often.

To ensure adequate resources are being reserved for the traffic, it is important to

choose appropriate QoS violation targets to impose on traffic. Setting the QoS violation

target too high can result in an over provisioning of resources for the traffic. On the

other hand, too low a setting of the QoS violation target may render the service unusable

to the user in times of congestion, as there is an under provisioning of resources, and an

excessively high proportion of delayed traffic allowed. Common operational QoS targets

for proportion of traffic violations set on elastic traffic range from 0.001 to 0.01. Such
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Figure 3.15: Operational QoS violation targets of streaming traffic of varying flow
aggregations.

a range with an associated QoS delay target of 0.04 seconds will ensure applications

such as HTTP, FTP and email will perform acceptably over the network. These targets

must always be set in co-ordination with outlined Service Level Agreements between

the consumer and service provider. For the streaming traffic aggregate, we suggest a

QoS violation target ranging from between 0.0001 and 0.001 subject to a QoS packet

delay target of 0.02 seconds. Fig 3.15 also demonstrates how the effective bandwidth

within this region can vary dependent on the level of aggregation within the traffic.

3.3.7 Further analysis of effective bandwidth estimation on various

packet traces

We now provide a further analysis of the estimated effective bandwidth values of pub-

licly available packet traces of various sizes. We provide a table with the relevant packet

trace details and associated results. The packet traces are taken from two popular IP

packet trace data sets, namely the MOME data-set (MOME, 2008) and the CAIDA

data-set (CAIDA, 2008). Further details of the associated packet traces can be found

in Appendix B.1.

From this table we see that for very low bandwidth traffic, such as the initial two

analysed packet traces, the empirically estimated effective bandwidth to mean ratio is

very high. On the other hand, the Gaussian formula estimates the required effective

bandwidth to mean ratio as much smaller. This is in line with the results displayed in
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both Figs. 3.12 and 3.13. As the bandwidth of the traffic increases such as in the later

three packet traces, we notice that for the empirical effective bandwidth to mean ratio

reduces, again in line with previously presented results.

3.4 Summary and Conclusions

In this chapter we presented an empirical approach for estimating the effective band-

width of traffic that is suitable for use within a communications network. We high-

lighted the disadvantages of effective bandwidth approaches reliant on strict traffic

model assumptions in particular their inability to react to variations in traffic charac-

teristics such as the effect of statistical multiplexing. As modelling the behaviour of

traffic can be quite a challenging task, such algorithms can produce highly inaccurate

estimations of effective bandwidth as traffic deviates from traffic model assumptions.

In the specification of the empirical effective bandwidth estimation algorithm, a

number of control variables that influence its operation were identified and evaluated.

These variables are the resolution of measurement used to estimate the peak rate of a

packet trace, the error region used to evaluate if an appropriate proportion of traffic

violations has been detected, the duration of a packet trace being collected, and the

QoS targets. The importance of choosing an appropriate measurement resolution in

the estimation of peak throughput of a packet trace was discussed. The proposed

effective bandwidth estimation algorithm assumes that the effective bandwidth lies

between the peak rate and the mean rate of a collected packet trace. We demonstrated

that as the measurement interval increases, the measured of peak rate throughput

decreases. This is the result of smoothing over larger measurement intervals. As a

binary search algorithm is used to search for the effective bandwidth between these

Table 3.3: Video aggregations.
Videos Start Times (sec)

Mr Bean 300

Aladdin 600

Video Aggregate 1 Jurassic park 900

Dusk Till Dawn 1200

Video Aggregate 2 Die Hard III 1500

The Firm 1800

The Firm 2100

Mr Bean 2400

Aladdin 2700

Video Aggregate 3 Jurassic Park 3000
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two values, large measurement intervals can result in an unsuccessful search as the

measured peak throughput of the trace may be too low.

We investigated the correlation between the setting of the error region and the

performance of the binary search algorithm with regards to the number of iterations

required to find a suitable effective bandwidth value. We demonstrated that the smaller

this region was set, the more iterations of the algorithm were required to find an

appropriate solution. The predicted number of iterations for a particular search space

has been shown to follow that of the theoretical binary search algorithm of log2M .

Where M is the number of intervals the search space between 0 and 1 is divided

into. We suggest that an error region with β set to 0.01 be used for the purpose of

the proposed experiments; this is to ensure that an appropriately accurate effective

bandwidth value is estimated within a reasonable amount of algorithm iterations.

An important setting for the algorithm with regards the effective bandwidth es-

timations collected, is the duration of the packet trace being analysed or Tmax. We

demonstrated through experimentation, that Tmax must be set in correspondence with

the time-scale of the traffic optimisation strategy employing the effective bandwidth es-

timations. If Tmax was set to a relatively long period (such as 1 hour +), the resultant

effective bandwidth estimation would not reveal the variations in effective bandwidth

throughout that particular hour and therefore would not be suitable for use in admis-

sion control strategies dealing with service requests arriving at shorter time intervals.

On the other hand if Tmax was set to a shorter duration (seconds), the detailed variation

in effective bandwidth may not be necessary to aid long term QoS network planning.

The proposed empirical algorithm was evaluated against two traffic model based ap-

proaches that depend heavily on static traffic model assumptions. A variation in traffic

model assumptions was simulated through the statistical multiplexing of traffic flows.

The completed experiments have demonstrated that as traffic aggregation increases,

Table 3.4: Packet trace details.
Trace Mean (bps) Stdev (bps) Duration (sec) QoS Target (delaymax sec, pdelay)

MOME-1 163195.51 17544.62 23818 (0.1, 0.01)

MOME-2 216518.49 22306.46 25300 (0.1, 0.01)

MOME-3 25600626.22 3470095.09 899.79 (0.1, 0.01)

MOME-4 22430059.97 3060990.21 899.77 (0.1, 0.01)

CAIDA 760399263.30 112056206.7 63.01 (0.1, 0.01)

Video Aggregate 1 1550322 49752.34 3600 (0.01, 0.0001)

Video Aggregate 2 3651875 49499.49 3600 (0.01, 0.0001)

Video Aggregate 3 7309584 64708.76 3600 (0.01, 0.0001)
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the effective bandwidth required to support the QoS targets of a traffic flow decreases.

This has been shown to be a non-linear relationship and is different for both elastic

and non-elastic traffic. For the Gaussian and Roberts estimation methods, there is no

change in the relationship between the estimated effective bandwidth and the mean

throughput as the aggregation in traffic flows increases. The main reason behind this

is the fact that these approaches assume a high level of aggregation within the traffic

being measured; therefore, if the traffic does not conform to their assumptions, the ef-

fective bandwidth estimations will be inaccurate. However a case can be made for using

model based estimation approaches over an empirical one; for example in the situation

of highly aggregated traffic, where effective bandwidth estimations are required at a

high frequency, these estimates can be calculated quickly and with sufficient accuracy.

The main advantage of our proposed approach is that it is aggregation agnostic.

We finally performed an evaluation of the affect variations in the QoS targets them-

selves have on the estimation of effective bandwidth of aggregated traffic flows. Exper-

iments have shown that the effective bandwidth of traffic can vary depending on the

QoS violation targets set. Based on these observations, the estimation of effective band-

width alone can not completely control the QoS of traffic on the network, setting these

QoS targets to suit the applications being controlled is just as important. If the QoS

target of violation is set too loose, an under provisioning of bandwidth may adversely

affect the performance of the application, even if QoS targets are being maintained.

The results attained from this chapter have demonstrated the effective bandwidth

estimation algorithm based on empirical analysis can be used in various QoS related

scenarios for dependable QoS control of aggregated traffic of varying degrees. The

advantage of this approach is that QoS control based on these estimations ensures

an appropriate amount of bandwidth is reserved to maintain QoS targets within a

communications network.

Table 3.5: Effective bandwidth estimations and mean / effective bandwidth ratios.
Trace Empirical EB (bps) Empirical EB/Mean Ratio Gaussian EB (bps) Gaussian EB/Mean Ratio

MOME-1 19637133.01 120.32 210833.18 1.29

MOME-2 13131186.61 60.64 277085.63 1.28

MOME-3 68297526.29 2.66 35022725.72 1.36

MOME-4 66877733.94 2.98 30741346.41 1.37

CAIDA 1723906364.30 2.26 1064657417.62 1.40

Video Aggregate 1 5912292 3.81 1752923 1.13

Video Aggregate 2 9284482 2.54 3853447 1.05

Video Aggregate 3 10893675 1.49 7533533 1.03
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Chapter 4

QoSPlan: Establishing input for

QoS-Aware Network Planning

The process of network planning typically involves the use of dedicated network mon-

itoring hardware to gather and collate large amounts of network traffic data, which is

then analysed to identify an optimal network configuration design reflecting estimated

demand and specified QoS requirements. Use of dedicated hardware means that this

approach can be relatively expensive, incurring costs in hardware procurement and

maintenance, in addition to significant training and operational costs. In this chapter,

we propose an alternative process for supplying the network planning process with net-

work demand information, required to support QoS related network planning activities.

The process called QoSPlan is designed to address network operator requirements of

supplying viable QoS related data to the network planning process at minimal cost. We

provide an investigation into the accuracy and cost efficiency of QoSPlan under different

traffic scenarios through a comparison with a direct network monitoring system.

This chapter is organised as follows: §4.1 defines the QoSPlan process. §4.2 offers

an evaluation of the QoSPlan process, offering advice on various settings to improve

performance under typical network and traffic conditions. An economic analysis of a

QoSPlan deployment versus a generic direct monitoring system is presented in §4.3.

Finally, §4.4 concludes the chapter with a summary of the QoSPlan process and a

discussion of the evaluation results attained.
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4.1 QoSPlan Process

4.1 QoSPlan Process

The objective of QoSPlan is to supply input to a network planning process for use in

QoS related network-planning activities at minimal operational and capital expenditure

to the network operator. The network planning process generally requires three sources

of input (Awduche et al., 1999) to operate:

1. Attributes associated with the current traffic demands on the network that col-

lectively specify their behavioural characteristics;

2. Attributes associated with constraints on resources and services such as QoS

targets on traffic and bandwidth requirements to support them;

3. An optimisation framework that plans traffic and resource configurations subject

to 1 and 2.

QoSPlan has been developed to establish inputs 1 and 2. For input 1, a common

requirement is the establishment of a network wide matrix of traffic demands per traf-

fic class (termed a demand matrix) (Medina et al., 2002). The demand matrix maps

the throughput of traffic between two edge node pairs on a network for a particular

traffic class. As the objective of QoSPlan is to supply this input to the network de-

mand matrix with minimal additional hardware deployments, we focus on harnessing

the network operators’ currently deployed systems to establish this input. Network op-

erators traditionally generate revenue through charging for the usage of bandwidth over

their network and therefore generally employ a network accounting system. QoSPlan

analyses collected accounting system data to establish suitable input to the network

planning process. It is designed as an extension to existing network accounting system

deployments (that meet particular requirements, as discussed in section 4.1.3).

As discussed in section 2.2.2, estimation of a demand matrix from accounting system

data will be limited in the information provided to the network planning process; it will

only address input 1 of a network planning process. Therefore, an enhancement of the

demand matrix is required to fulfilling requirement 2 of input to a network planning

process. Taking the assumption that QoSPlan will be deployed as an extension to such

an accounting system, we propose the architecture depicted in Fig. 4.1. As can be

seen, at the point of accounting data mediation, additional planning mediation rules
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Figure 4.1: QoSPlan Architecture.

are applied to the collected accounting data. This is to ensure accounting data can be

formatted into a usable network wide demand matrix.

To support enhancement of the demand matrix, packet traces are collected directly

from ingress points of the network. Using supplied QoS targets on packet delay, the

packet traces are analysed using the algorithm presented in chapter 3 to provide QoS

related effective bandwidth estimations. The following two sections define how QoS-

Plan establishes the demand matrix and enhance this information to establish effective

bandwidth estimations of traffic associated with supplied QoS targets.

4.1.1 Demand Matrix Estimation Approach

Based on the type of accounting data records available to the network operator, we

propose the following mediation process to produce a demand matrix for a network

planning process. The process assumes that accounting data records capture traffic

demands between source and destination nodes across the network in the form of IP

flow records as depicted in Table 4.1; the record in Table 4.1 has a format similar to that

of the IETF IPFIX (Sadasivan et al., 2006) and NetFlow 9 (Claise, 2004) accounting

records.

The demand matrix estimation algorithm depends on a number of assumptions on
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Table 4.1: Sample Accounting Data Flow Record.
SrcAddr DestAddr DSCP Size Packets Start End

10.37.2.22 10.34.1.118 EF 332049 1032 12:35.31 12:48.22

Core Network

End Nodes 

(Source)

End Nodes

(Destination)

Edge (Ingress) 

Node
Edge (Egress) 

Node

Flow Record Details

End to Edge Node 

M
apping Required

Figure 4.2: Mapping end node flow records to corresponding edge nodes.

accounting records and traffic within the network. It assumes that an end node device1

is attached to a single edge node2 of the network. We assume that all traffic entering

the network through an ingress edge node, will exit the core network through an egress

edge node, therefore no traffic is generated or consumed within the core network. We

assume that accounting flow records are only created for traffic entering the network

through an ingress edge node. With this, we can be guaranteed that traffic is only

recorded once, and that all traffic generated over the network will be accounted for.

The objective of the demand matrix estimation algorithm is to map accounting

flow records which only store source and destination edge node information, to their

respective edge nodes over which their traffic flowed Fig. 4.2. Once this relationship

is identified, the demand of the flow record can be associated with the corresponding

edge node.

In estimating network demand from accounting system records, the algorithm makes

a number of assumptions. It assumes that packet inter-arrival times and packet sizes

within a collected flow record are uniformly distributed. The reason for this assump-
1We consider an end node device to be a source or sink of a traffic flow, i.e. the source or destination

nodes attached to the network.
2We consider edge nodes to be the point of attachment of an end node device to the core network,

i.e. the ingress or egress nodes of the network
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tion is required is that flow records do not record any information pertaining to the

packet size or inter-arrival times of the packets monitored during its creation. Unless

clear evidence suggests that another assumption would be appropriate and improve ac-

curacy over the measurement intervals we are interested in, we believe this simplifying

assumption will yield appropriate accuracy.

By taking this assumption the proportion of demand within an interval can be easily

calculated by multiplying the flows mean rate by the duration of time the flow exists

within the current interval. However, this assumption can lead to some inaccuracy

in the final estimation process, as throughout the flows duration, packet inter-arrival

times and sizes are not normally uniform.

Fig. 4.3 depicts the conditions that our proposed algorithm can estimate network

demand from flow records on an interval-by-interval basis. Based on the fact that a flow

record contains at the least information such as that in table 4.1, each flow record will

have a start time (tstart) and an end time (tend). The flow’s rate r(f) can be calculated

from the flow size divided by the flow duration. As the flow record holds the traffic

class the record originated from, each demand matrix can be traffic class specific. The

figure shows 4 cases the algorithm captures. The objective of the algorithm is to sum

up all demand of all flows that lie within a particular interval (t, t+ t′).

• Case 1 captures demand of flows that begins before the period and ends during

it;

d = r(f)(tend − t) (4.1)

• Case 2 captures demand of flows that start within the period and ends after it;

d = r(f)((t+ t′)− tstart) (4.2)

• Case 3 captures demand of flows that start and end within the time period, and

finally;

d = r(f)(tend − tstart) (4.3)

• Case 4 captures demand of flows that starts before the period and ends after it.

d = r(f)t′ (4.4)
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Figure 4.3: Estimation of network demand from collected flow records.

This process defined in Fig. 4.3 is used to estimate demand of a single flow over

a particular period. This process is then repeated for all collected accounting records.

The objective is to calculate the demand generated by the flow records between two

edge node pairs for a particular traffic class. Alg. 4.1 has four nested loops, looping

through each ingress router, each metering device, and each end node attached to

that metering device, and each flow record within that current metering device. The

algorithm matches each flow record to a source node, and estimates the flow’s demand

within the current measurement interval. The algorithm then matches the destination

address of the flow record to a particular egress edge node. This mapping allows us to

identify where the traffic is exiting the network.

The findEgressRouter() function in Alg. 4.1 is used to return the egress edge node

corresponding to where the flow exits the core network. This function is a simple static

table lookup of mappings between the destination end node address within an account-

ing record and its associated egress edge node. Once the egress edge node is found, the

demand estimated for that particular accounting record is added to the appropriate di-

mension within the demand matrix. Once all records have been processed, the demand

matrix is returned. Table 4.2 outlines an example static mapping between edge nodes

and end nodes. This can be queried to map an accounting data record to an appropri-
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Algorithm 4.1: Demand matrix estimation from accounting flow records.
Input: EdgeRoutersN , Interval, TotalTime
Output: DemandMatrix[IngressRouter, EgressRouter, TOS]
Init(DemandMatrix); foreach ingressRouter in EdgeRouters do

foreach meteringDevice in ingressRouter do
foreach sourceNode of meteringDevice do

foreach flow of meteringDevice do
if flowsrcip == sourceNode then

Demand = calculateDemand(timeInterval, interval, flow);
egressRouter = findEgressRouter(flowdestip);
DemandMatrix[ingressRouter, egressRouter, Interval,
flowTOS ] + = Demand;

return DemandMatrix

ate dimension within the demand matrix. Based on this table, for example, the record

in Table 4.1 would map to the dimension within the demand matrix for ingress edge

node A and egress edge node D. This static lookup table can be created using methods

such as interrogation of routing tables within edge routers (Papagiannaki et al., 2004).

4.1.2 Effective Bandwidth Coefficient Estimation Approach

As discussed at the beginning of this section, the demand matrix alone is insufficient

for a network planning process to use, as there is no association with the specified

QoS targets imposed on traffic by the network operator. We now propose an approach

to extend the demand matrix to provide relevant effective bandwidth estimations per

traffic class that are specific to QoS targets on packet delay.

The approach is to collect a number of short packet traces from each traffic class

at a number of ingress points from around the network. The proposed effective band-

Table 4.2: Mapping between edge nodes and end nodes.

Edge Node End Point Mappings

A 10.37.1.*, 10.37.2.*, 10.37.3.*

B 10.36.1.*, 10.36.2.*, 10.36.3.*

C 10.35.1.*, 10.35.2.*, 10.35.3.*

D 10.34.1.*, 10.34.2.*, 10.34.3.*
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width estimation algorithm as outlined in chapter 3 is used to calculate the effective

bandwidth of each packet trace collected. This approach is perfectly suited to this sce-

nario as the effective bandwidth algorithm is independent of any traffic model, and only

requires packet traces to operate along with supplied QoS targets on packet delay. A

method is devised to relate collected effective bandwidth estimations to the estimated

mean throughputs within the demand matrix. The approach taken is to establish a

generalised effective bandwidth to mean demand ratio as a method of enhancing the

demand matrix. This is termed the effective bandwidth coefficient and is established

as follows: the mean throughput, meani, is calculated for each packet trace collected,

as is the associated effective bandwidth for that packet trace Reff,i where i identifies

the packet trace being evaluated from the set of collected traces, i ∈ {1..I}; using these

values we estimate the effective bandwidth coefficient ki as:

ki =
Reff,i
meani

(4.5)

The effective bandwidth coefficient ki is calculated for all packet traces collected

per traffic class. The set of coefficients calculated, allow us to generalise a relation-

ship between estimated network mean demands and effective bandwidth requirements

based on supplied QoS targets per traffic class within the network. Further consider-

ing a set of I coefficients k1, · · · , kI , we first exclude any ki with too low a mean rate

using some appropriate threshold value. The reason for this is that for low levels of

traffic aggregation, the effective bandwidth to mean throughput ratio would be quite

high in comparison to higher levels of aggregation. This is due to the effect statistical

multiplexing has on the effective bandwidth of aggregated traffic flows, as discussed in

chapter 3. The contribution of the low mean throughput to overall network demand, is

minimal in respect to the effect its associated coefficient may have on the set of coeffi-

cients. We then calculate a suitable representative coefficient of effective bandwidth K

as the 95th or 99th percentile of the remaining set of coefficients. We believe that K95

(the 95th percentile) is an accurate reflection of the mean to effective bandwidth ratio

per traffic class and can be used as a method of enhancing the demand matrix.

4.1.3 QoSPlan Process Overview and Considerations

The QoSPlan process is outlined in Fig. 4.4. For a network operator to deploy QoSPlan

the following knowledge and capabilities are prerequisites for its adoption:
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Figure 4.4: QoSPlan process.

1. Deployment of a flow record based accounting system, and access to this data.

2. Information about accounting data collection parameters, such as packet sampling

intervals. We demonstrate later that configuration of these parameters can affect

the accuracy in estimating network demand from accounting data of different

traffic types such as elastic and streaming traffic.

3. The ability to map end nodes to corresponding edge nodes of the network. This

is vital in preparing a network wide demand matrix.

4. The ability to collect short packet traces from ingress edge node interfaces for fur-

ther analysis. This is a requirements for empirical effective bandwidth estimation

and the establishment of the effective bandwidth coefficient per traffic class.

5. Knowledge of specified QoS targets being imposed on traffic classes for effective

bandwidth estimation.

QoSPlan is broken into three phases: (1) acquisition, (2) analysis and mediation and

(3) preparation. We now discuss configuration options at each phase and discuss how
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important these configurations are in relation to supplying accurate input for network

planning.

4.1.3.1 Acquisition

QoSPlan depends on the acquisition of two forms of data, namely accounting data in the

form of flow records, and short packet traces. In the collection of flow records, packet

sampling plays a major role in the accuracy of demand estimation form accounting

data. As discussed in the IETF IPFIX architecture (Sadasivan et al., 2006), PSAMP

is employed for packet sampling by IPFIX in the creation of flow records. We analyse

the effect different sample settings have on the estimation of network demand from

accounting records in section 4.2.

Packet traces are also acquired for input to the QoSPlan process. They are analysed

to establish a relationship between network traffic behavior and specified QoS targets

through the calculation of effective bandwidth coefficients as discussed in section 4.1.2.

A relatively large number of packet traces must be collected per traffic class from various

edge node locations around the network. It is vital that collection points be distributed

evenly around the ingress points of the network if accurate effective bandwidth analysis

is it to be carried out. If the distribution of collection points is uneven, effective

bandwidth coefficient estimations per traffic class may be biased to particular ingress

points. Packet trace collection points should be positioned at the ingress edge of the

network, as we require this traffic to be unshaped by the network itself. Packet traces

also need to be collected over an appropriate duration. If packet trace durations are

too small or large, analysis of the traffic may result in misleading effective bandwidth

estimations as demonstrated in section 3.3.4.4. We recommend packet trace durations

of around 4-5 minutes.

4.1.3.2 Mediation and Analysis

The analysis and mediation phase manages collation of relevant metering data into

usable information for QoSPlan. There are two internal steps within this phase, namely

the estimation of network demand from mediated accounting data, as outlined in section

4.1.1, and the calculation of effective bandwidth coefficients from collected packet traces

as outlined in section4.1.2. Both are considered independent processes, but are required

to deliver a QoS enhanced demand matrix to a network planning process.
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The mediation of accounting data into the demand matrix depends on planning

mediation rules, much like accounting record mediation depends on accounting business

logic. The planning mediation rules outline how to map accounting record flows to

ingress and egress edge nodes on the network. It is important to recognise factors

that can affect this mapping such as moving or mobile nodes, or multiple entry points

for a particular node. If mappings are not updated appropriately, the demand matrix

may contain incorrect measurements. For preparing input to the network planning

process, we assume that the network will remain static for the long term. An additional

consideration here is the measurement interval over which network demand is being

estimated from accounting data. We demonstrate in section 4.2 the effect varying

measurements intervals have on the estimation of network demand.

In the analysis of collected packet traces, the effective bandwidth algorithm pro-

cesses each collected packet trace. Effective bandwidth of a packet trace is controlled

by a number of factors such as the traffic itself, degree of aggregation of traffic and

most importantly the QoS target. Loose QoS targets can result in an underestimation

of required effective bandwidth. Strict QoS targets can results in an over provisioning

of resources, which can results in an under utilisation of network resources. Choosing

appropriate QoS targets to suit application and end user requirements is therefore a

vital consideration for QoSPlan.

4.1.3.3 Preparation

The final phase prepares a matrix of estimated effective bandwidths per traffic class for

input to the network planning process. This is achieved by multiplying the appropriate

effective bandwidth coefficient by the estimated network demand between edge node

pairs for the particular traffic class. A critical decision here is the choice of an appropri-

ate representative effective bandwidth coefficient from the set of collected coefficients

per traffic class. As network planning is predominantly based on provisioning for near

peak traffic, we recommend choosing the 95th percentile value of this range to ensure a

conservative estimate. We analyse this decision later in section 4.2.3.
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4.2 Evaluation of a QoSPlan Deployment

We now describe a deployment scenario to evaluate the effectiveness of QoSPlan in

supplying input to a network planning process. The objective is to demonstrate that

QoSPlan can provide this information with adequate accuracy for long term planning.

We use the term long term planning to denote configuring a network for traffic demand

and QoS requirements on time scales of days or weeks. We note that for long term

planning the level of accuracy required is minimal as planning on this time scale is

limited by human usage patterns, which cannot be accurately predicted.

We evaluate a number of configuration options that can be controlled by QoSPlan to

improve accuracy for various traffic conditions, such as elastic and streaming traffic, and

monitoring conditions, such as packet sampling. As a basis of comparison, we deploy

a direct monitoring system within the network to record actual network demand and

effective bandwidth levels per traffic class. The following sections discuss the details of

our scenario, simulation topology and traffic settings, and finally a set of experiments

to test how configuration settings affect accuracy.

4.2.1 Simulation Settings

We propose to evaluate QoSPlan under the following scenario: a single domain network

operator offering DiffServ controlled services to subscribed end users with guaranteed

QoS targets on packet delay. The network operator uses a deployed IPFIX network

monitoring system to supply accounting records to its accounting system for billing pur-

poses. We have simulated a network topology using the OPNETTMmodeler1OPNET

(2008); the network topology consists of four core routers, six edge routers and ten

workstations (Fig. 4.5). The topology is designed in such a manner as to allow all

service traffic to cross the core network through at least one core router. Five worksta-

tions operate as servers, with the other five workstations operating as consumers. Each

workstation is connected to the network by a10 Mbps Ethernet link. Customers have

access to five services; Web browsing, Email, Database, Video on Demand (VoD) and

Voice over IP (VoIP). We use the standard OPNETTMapplication models (OPNET,
1Each OPNET simulation model was build using existing OPNET network models. An IPFIX

device and packet probe device was developed as an add-on to the OPNET router models. The

implementations were validated within a number of test case scenarios, which demonstrated expected

results
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Figure 4.5: QoSPlan simulated network topology.

2008) to model the characteristics of traffic generated by users accessing these services.

These traffic models are parameterised to model typical user behaviour in the work

place as outlined in Table 4.3. The traffic has been modelled using this approach as we

wish to create multiple application interactions across the network between different

source and destination pairs; this will ensure an appropriate mix of traffic types and

density of flow records collected by the accounting system.

As different applications require different QoS requirements, two DiffServ traffic

classes are deployed within the network, one each for elastic and streaming traffic.

Services aggregated into Assured Forwarding (AF21) generate elastic traffic and include

web and email, and Database. These services specify loose QoS targets on packet delay

of (0.04s, 0.001). Voice over IP (VoIP) and Video on Demand (VOD) applications are

sources of streaming traffic and are aggregated into Expedited Forwarding (EF) with a

QoS packet delay target of (0.02s, 0.0001). Traffic is policed and marked at the ingress

routers, where packets are assigned appropriate DiffServ Code Points (DSCPs). Within

the core network, all core routers are configured with common Per Hop Behaviour

(PHB) settings to ensure all traffic within a particular traffic class is treated the same

by each router.

For collecting accounting records, IPFIX monitoring devices are positioned at the

ingress interface of all edge routers. The devices deployed are based on the IPFIX archi-
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Table 4.3: OPNET traffic model settings.

Traffic Class Application Settings
Assured Forwarding Email Send/Receive: exp(360 sec)

Mails sent in groups of : 3
Email Size : 2000 bytes
Users per Customer Group : 75

Web Page inter-arrival : exp(60 sec)
Page size : 1500 3000 bytes
Pages per server : 10
Users per Customer Group : 75

Database Ratio of Queries to other : 100/1
Transaction inter-arrival : exp(9 sec)
Transaction size : 1024 bytes
Users per Customer Group : 125

Expedited Forwarding VoIP Codec : G.729 (silence suppression)
Talk length : exp(0.65 sec)
Silence length : exp(0.325 sec)
Users per Customer Group : 10

VoD Based on Codec : H.264
24 frames per sec
Packet size : 550 - 650 bytes
Users par Customer Group : 10

tecture (Sadasivan et al., 2006). They can be configured to collect accounting records

based on different packet sampling settings. Within the experiments, we evaluate the

effect various sampling settings have on the estimation of network demand for elastic

and streaming traffic.

For the collection of packet traces, a single monitoring device is modelled as being

attached to an ingress interface of an edge router. The device is used to collect packet

traces for effective bandwidth analysis. The monitoring device can filter packets from

particular DiffServ traffic classes by reading the DSCP within the packet header of

each monitored packet. This device can be moved between ingress points around the

network, and is only operational during collection.

For experimental comparison to QoSPlan, a direct monitoring system is also mod-

elled. This monitoring system will collect every packet that passes an ingress router

interface. These packet traces are used to calculate exact network demand, and effective
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Figure 4.6: Flow duration distribu-
tion for AF traffic.

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0 87.79 261.79 435.79 609.79 783.79 957.79 1131.79

Intervals of StDev (sec)

T
o

ta
l c

o
lle

c
te

d
 v

a
lu

e
s
 (

%
)

 

Figure 4.7: Flow duration distribu-
tion for EF traffic.

bandwidth estimations within the network.

4.2.2 Captured Flow Record Characteristics

We analyse the characteristics of accounting data flow records collected for both AF

and EF traffic classes to demonstrate the difference in characteristics of flow records

generated from elastic and streaming traffic. For this comparison, we analyse the

distribution of flow durations of the collected records. The traffic was generated between

workstations on the network following the traffic model settings in table 4.3. As can be

seen in Fig. 4.6 the AF traffic demonstrates a heavy tailed distribution with a mean

of approximately 0.8 seconds. On the other hand, the EF traffic has a longer mean

duration of approximately 90 seconds with a heavy tail (Fig. 4.7). The heavy tails

of these distributions demonstrate the existence of flow records many times the mean,

collected for both traffic classes. The knowledge of these flow duration distributions is

vital in choosing appropriate demand estimation intervals per traffic class. We use these

observations in configuring the QoSPlan demand estimation process later in section

4.2.5

4.2.3 Effective Bandwidth Coefficient Selection

We now study the decision process used in selecting an appropriate representative

effective bandwidth coefficient. To achieve this we analyse 1000 effective bandwidth

coefficients estimated from collected packet traces for both traffic classes and plot a

distribution for each. Figs. 4.8 and 4.9 depict the distribution of effective bandwidth
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Figure 4.8: Effective bandwidth coefficient distribution of AF traffic.

coefficients collected for AF and EF packet traces respectively. As can be seen, the

coefficients approximate a normal distribution.

From this distribution, we must then choose an appropriate value to represent the

effective bandwidth coefficient of the associated traffic class. This chosen coefficient will

be used to enhance the demand matrix at the final preparation phase of QoSPlan. We

recommend choosing the 95th percentile of this range as it represents the relationship

between measured mean demand on the network and near peak required effective band-

width for that traffic to maintain outlined QoS targets. Were we to select the mean

of the coefficient set, vital mean demand throughput to effective bandwidth relation-

ships will be neglected, leading to underestimation of effective bandwidth levels from

the demand matrix. However, in choosing the 95th percentile, we are ensuring that

QoSPlan is supplying a network planning process with adequate information to ensure

resources are provisioned for the traffic demands on the network. Table 4.4 depicts the

chosen effective bandwidth coefficients that will be used to enhance the demand matrix

in further experiments.

4.2.4 Deterministic Sampling

This section analyses the effect that deterministic sampling strategies that may be

employed by the network accounting system during the collection of accounting data

have on the estimation of network demand and estimation of effective bandwidth with
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Figure 4.9: Effective bandwidth coefficient distribution of EF traffic.

Table 4.4: Effective bandwidth coefficients used to enhance the traffic class specific
demand matrices.

Traffic Class QoS Delay Target Coefficient

AF (0.04sec, 0.001) 6.3381
EF (0.02sec, 0.0001) 3.8402

associated coefficients. Packet sampling is assumed to take place on the IPFIX device

where packets are monitored and processed into flow records. For QoSPlan to use the

sampled accounting data to estimate demand comparable to that of direct measurement

approaches, the demand estimated is scaled according to the packet-sampling interval.

In the case of a deterministic packet sampling interval of n = 1in100packets being

employed. If an accounting record was calculated to contain a volume of v = 1Mb over

its duration, as only 1 in 100 packets would get processed into the flow record, the

volume is scaled 100 times to calculate an equivalent volume of V = 100Mb, as if all

packets within the monitored traffic flow were collected. Scaling of demand in such a

manner depends on the assumption of a uniform distribution of packet rate throughout

the recorded traffic flow.

A comparison is performed between directly measured network demand between

edge router pairs, and demand estimated from accounting data, subject to sampling,

collected between the same pair of edge routers over a set interval of 5 minutes. We
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Figure 4.10: Relative error in demand estimation from accounting records collected
using deterministic sampling.

perform this experiment for a range of deterministic sampling values and plot the

relative error between demand estimated through direct measurement and using the

demand matrix estimation algorithm with appropriate scaling (equation 4.6).

V = nv (4.6)

Fig. 4.10 demonstrates the variation in accuracy of demand estimation from col-

lected accounting data as sampling intervals increase for different application traffic.

This demand was calculated based on accounting flow records created using a number

of different sampling intervals, where N represents the size of the set a packet is sam-

pled from, i.e. every N th packet is collected. Each flow level demand value calculated

was compared to a corresponding direct measurement over the same interval for the

same edge node pair. From this a relative error between the two values was estimated

and plotted. In this case, the relative error between demand directly measured from

the network and estimated network demand from collected flow records increases up

to 18% for the AF traffic when a packet-sampling interval N = 1000 is used. The

main reason behind this degradation in accuracy is due to the scaling of demand from

collected accounting data. As elastic traffic tends not to follow a uniform distribution

of packet size or inter-arrival times, scaling can skew the results of demand estimation.

Therefore, for AF traffic, we recommend a reduced sampling interval of up to N = 100
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to maintain an acceptable level of accuracy. For EF traffic, relative error manages to

remain below 8% even up as far as a packet-sampling interval of 1000. The main reason

for this behaviour is down to the fact that streaming traffic tends to have a more uni-

form distribution of packet size and inter arrival times, lending itself well to the scaling

process.

The configuration of this attribute can also affect the accuracy with which QoS-

Plan estimates effective bandwidth. As the effective bandwidth coefficient QoSPlan

uses captures a general relationship between mean demand and effective bandwidth

requirements, if mean demand is inaccurately estimated the estimated effective band-

width will be affected.

We now analyse the relative error between directly measured effective bandwidth

values, estimated using packet traces collected every 5 minutes from ingress router

interfaces per traffic class, and effective bandwidth estimated with coefficients (in table

4.4) to enhance the demand matrix prepared using different sampling intervals. For

each 5 minute interval, the directly measured effective bandwidth is compared with the

QoSPlan estimated effective bandwidth and a relative error is estimated.
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Figure 4.11: Directly measured effective bandwidth versus QoSPlan estimated effective
bandwidth for AF traffic.

Fig. 4.11 demonstrates a distribution of global relative error between directly mea-

sured and coefficient estimated effective bandwidth values, measured for 1000 different

5-minute intervals. We can see that, for AF traffic, as the packet sampling interval
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increases, the mean global relative error increases from 11% for N = 100 to 37% for

N = 2000. This result demonstrates the effect sampling can have on the estimation

of effective bandwidth by QoSPlan using the demand matrix enhanced by effective

bandwidth coefficients.
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Figure 4.12: Directly measured effective bandwidth versus QoSPlan estimated effective
bandwidth for EF traffic.

Fig. 4.12 demonstrates results for EF traffic following the same procedure as above.

We can see that for the EF traffic, sampling has a smaller effect on mean global relative

error. For a sampling interval of 100, the mean global relative error is approximately

8% while for a much higher sampling interval of 2000, global relative error averages

around 11%.

4.2.5 Demand Estimation Interval

The previous experiments have been measuring demand over 5 minute intervals. We

now investigate the effect varying this setting has on the demand estimation and de-

mand matrix enhancement accuracy of QoSPlan. We firstly evaluate the estimation

of network demand from accounting data versus directly measured demand and graph

relative error between the two for different demand estimation intervals. This is per-

formed on both AF and EF traffic. The results from this study are depicted in Fig.

4.13
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Figure 4.13: Varying the demand estimation interval for AF and EF traffic.

For AF traffic, over very short intervals of below 10 seconds, we see that relative

error can be as high as 300% between the average network demand estimated over the

interval from accounting data in comparison to direct demand measurements. This

high degree of error is attributed to a number of factors including, the type of traffic

being monitored, the assumption our demand estimation algorithm makes regarding

the packet distribution within flows being uniform, and the process of flow division

between measurement intervals (as depicted in Fig. 4.3). As the demand estimation

algorithm divides flows proportionally between neighbouring intervals, this can cause

a high degree of error in measuring demand per interval for AF traffic, as packets are

generally not uniformly distributed within elastic traffic flows. For EF traffic, the case

is different as the traffic tends to be more evenly distributed through a flow. This is

down to the fact that applications generating EF traffic maintain a relatively steady

stream of traffic throughout the duration of the session, such as a video stream, or voice

call. Therefore, the division of EF flows into intervals only results in a relative error

of less than 50% for measurement intervals of under 10 seconds, with this reducing

for larger measurement intervals. We also notice that the relative error reduces by a

considerable amount (to below 10%) for measurement intervals greater than 30 second.

As within QoSPlan, demand from accounting records will be estimated on the scale of

minutes, we maintain that such an assumption of uniform packet distributions within

flows is an acceptable assumption. We therefore do not investigate efforts of reducing

this relative error.
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Figure 4.14: Variation in global mean relative error for different demand estimation
intervals for AF traffic in comparison to directly measured demand.

We also demonstrate the effect this setting has on the prediction of effective band-

width levels. We perform a study measuring global relative error between effective

bandwidth calculated from the demand matrix enhanced with effective bandwidth

coefficients and directly measured effective bandwidth levels. The analysis involves

comparing the relative error between the two approaches over different measurement

intervals. We plot a distribution of relative error for each set of values recorded. We

can use this distribution to estimate a mean relative error between the two approaches,

for a specified measurement interval. In Fig. 4.14, we show a mean relative error of

around 6% for AF traffic at a measurement interval of 10 hours. The mean remains

at just over 6% for a reduced measurement interval of 2 hours. As the measurement

interval is reduced to 5 minutes the distribution of relative error increases to a mean of

approximately 11%. We see from Fig. 4.15 that for streaming EF traffic there is little

variation in relative error over different measurement intervals ranging from approxi-

mately 7% for 1 and 2hrs, reaching close to 9.5% for a measurement interval of 10hrs.

From this we can see that the longer the measurement interval, the more accurate

effective bandwidths can be estimated for both AF and EF traffic.
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Figure 4.15: Variation in global mean relative error for different demand estimation
intervals for EF traffic in comparison to directly measured demand.

4.2.6 Discussion of QoSPlan Scalability

When taking scalability into consideration, there are a number of factors that come

into play. We now offer a discussion on these factors and offer arguments in favour of

using QoSPlan within ISP networks of various sizes and traffic volumes. These factors

include: centralised versus a decentralised deployment; when and where measurements

are taken from the network to estimate effective bandwidth coefficients; and available

accounting resources for networks of different sizes.

Based on the algorithm specified in Alg. 4.1, a centralised accounting system is

assumed. This means that all flow records that are created from the monitored traffic

are exported to a single collection module 1. At this collection module the algorithm

will process all records within a particular time interval and estimate demand between

identified ingress points and their associated egress points. For small ISPs this as-

sumption is generally valid as multiple collection modules may not be required (this

is dependent of the volumes of traffic, and in turn the volume flow records collected).

However in a large ISP network, there may be multiple collection modules to which flow

records are exported to. In this case the algorithm can be easily distributed so that only
1We take the term collection module to mean a centralised location for the storage of accounting

records collected from a set of metering devices
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records on each of the collectors are processed. One criteria for this process to work is

that all collectors have access to the same topological information. This is to ensure

all analysed flow records can be associated to an ingress point and an egress point.

The resultant demand matrices can simply be added together to prepare a network

wide demand matrix. Papagiannaki et al. (2004) has already proposed a distributed

version of such an algorithm that can easily be ported to our purposes. This ensures

the scalability of estimating the demand matrix to large ISP network topologies.

4.3 Economic Analysis of a QoSPlan Deployment

One of the central contentions of this chapter is that a deployment of QoSPlan is

significantly more cost effective then a traditional direct monitoring system deployment

for supplying input to the network planning process. The previous section demonstrated

that QoSPlan can supply QoS related input for long term planning with an acceptable

degree of accuracy. We now present the results of a high level comparative economic

analysis of the two approaches for three ISPs. Specifically, we compare the costs of

extending an existing network accounting system to implement the QoSPlan process

with that of a traditional direct monitoring system operating independently of the

network accounting system. We proceed by stating our baseline cost assumptions for

both deployments. We then state the associated capital and operational costs of both

systems, followed by an economic comparison. For a further analysis of cost breakdown

with regards ISP expenditure on network management, a recent report (Grabani &

Mendel, 2008) has been published discussing the various attributed cost factors. From

this report we can see that the ISP spends on average 18% of all management software

expenditure on systems supporting network capacity planning activities. The objective

of this study is to demonstrate the possible reductions in cost that can be expected

with a deployment of QoSPlan by the ISP. We also note that our study is based on

incumbent network installations and do not consider the overall costs associated with

green field network deployments.

4.3.1 Baseline Cost Assumptions

To form the basis of the economic analysis, we first outline common cost assumptions

across the two deployments. For the comparison we assume the network operator has
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Table 4.5: Current operational costs per network.

Small Medium Large

Network Nodes 5 edge, 3 core 20 edge, 5 core 45 edge , 15 core
Support Costs $20,000 $60,000 $200,000

Data Base License Fee $20,000 $60,000 $200,000
Software License Fees $20,000 $60,000 $200,000

a deployed network accounting system for usage based accounting. For the currently

deployed network accounting system the network operator is required to pay a number

of fees, most significantly database system license fees and accounting system software

license fees. The network operator also has to pay for customer support for each of

these software systems; in general, these fees are set in line with the software license

fees. It is common for network operators to incur hardware related costs, for example

rental of hardware storage space, hardware-specific support costs, and costs associated

with the network operator’s replication policy. A replication policy may state that for

every one database live within the network, there must be another two database servers

replicating every transaction, for redundancy. We assume for this economic analysis

that the network operator does not pay rental on hardware space, and does not employ

a replication policy. Of course, license fees are typically kept confidential, so the values

we choose are based on anecdote. We assume that licence fees increase for larger sized

network topologies, which we believe is universally true. Note that our cost model is

relatively simplistic; for example we disregard costs such as loss in revenue based on

depreciation, down time, data migration.

Given the above assumptions, table 4.5 outlines indicative costs for three ISPs

relating to the costs associated with management of their network accounting system.

We base the network sizes on existing topologies, including that of the Irish national

research and education network HEANET (HEANET, 2008) as a small ISP, and the

European wide research and education network GÉANT2 as a comparatively large ISP

(GÉANT2, 2008).

Key to our approach is a significant upgrade of the network accounting system to

support a QoSPlan deployment. For any significant system upgrade all software, hard-

ware and support costs are likely to increase. We assume that these costs collectively

increase by 20%. In addition to the upgrade, specialised contractors must be hired for
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tasks such as installation, staff training, and on-site support. We assume a contractor

charges a flat rate of $1,500 per day, and that he/she can work at a rate of one unit

installation per day. However, as the network size increases, so too does the complexity

of the installation; thus, we assume that for our medium and large sized networks,

contractor fees raise to $1,750 and $2,000 per day, respectively.

Finally, to support new functionality without degrading system performance, addi-

tional servers will typically be purchased and deployed; we assume that purchase and

deployment of a single server is $5,000. As well as upgrading the accounting system,

a QoSPlan deployment also requires use of a limited number of network monitoring

devices for collection of traffic traces used in the effective bandwidth estimation pro-

cess. Based on the geographical size of the network and the duration of time over

which network planning is performed, we also must ensure that it is feasible to move

the monitoring devices from location to location within an appropriate period of time.

For this reason we assume that a maximum of 3 days is reserved for the movement of

a device, and that planning is performed over 30 day cycles.

Based on the specified size of the networks and the assumptions on metering device

movement restrictions, a small network operator requires 1 such device, for a medium

sized network operator we assume 2, and for the large network operators we assume

4 devices are required. We assume that such devices cost approximately $3,000 each.

We base this on list prices quoted for such probe devices as the Network Instruments

ethernet probe (Network Instruments, 2008). Obviously these prices may vary due to

volume purchased, however we simplify this calculation by setting a standard rate for

all ISPs. In contrast for the measurement-based network planning approach network

monitoring devices must be deployed permanently at all edge routers in the network,

resulting in a significant cost overhead for larger network operators.

4.3.2 Comparative Cost Analysis

Based on the cost assumptions outlined above we can now estimate the cost of a QoS-

Plan and direct monitoring system deployment. We focus on how these deployments

affect cost of customer support fees, software license fees, specialised contractor fees,

and hardware fees.

Firstly, we address the costs incurred in deploying QoSPlan over an existing ac-

counting system. Additional servers will be required to host the new upgrades to the
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Table 4.6: Cost of an incremental QoSPlan deployment.

Small Medium Large

Support Costs $20,000 $60,000 $200,000
Data Base License Fees $0 $0 $0

Software License Fees $4,000 $12,000 $40,000
Server Costs 1 x $5,000 2 x $5,000 4 x $5,000

Network Monitoring Equipment 1 x $3,000 2 x $3,000 4 x $3,000
Contractor Fees 2 x $1,500 4 x $1,750 8 x $2,000

Total Cost $19,000 $47,500 $128,000

accounting system. As accounting system records are already stored within a deployed

database system, there is no need to upgrade the database system. License fees and

support costs will be increased by 20% as these are upgraded to an existing system. De-

pending on network size between 1 and 4 network monitoring devices must be purchased

for packet trace collection, and specialised contractors will be required to configure and

install them. Table 4.6 shows the cost of an upgrade to QoSPlan for the three network

operator types.

Secondly, we address the costs incurred in implementing a traditional direct mea-

surement based approach. The network monitoring system will include the installation

of a larger number of network monitoring devices, each monitoring traffic at a single

edge router. The deployment will require an extension to the existing database server,

as a larger amount of new data will be collected and stored for subsequent analysis;

hence database license fees will increase by 20%. Additional servers will be required

to host the network monitoring services and applications, which will themselves incur

new license and support fees. Finally, installation of the new system and hardware will

require specialised contractors. Table 4.7 outlines the cost to the ISP of this approach.

Based on our outlined set of assumptions, table 4.8 shows a clear difference in

the cost of deploying both approaches for network of different sizes, with the QoSPlan

deployment incurring significantly less costs, particularly as network size increases. This

is a result of the greater level of reuse of existing systems in the QoSPlan deployment and

the requirement for installation of significantly more hardware in the direct monitoring

system deployment.
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Table 4.7: Cost of direct network monitoring systems deployment.

Small Medium Large

Support Costs $20,000 $60,000 $200,000
Data Base License Fees $4,000 $12,000 $40,000

Software License Fees $20,000 $60,000 $200,000
Server Costs 1 x $5,000 2 x $5,000 4 x $5,000

Network Monitoring Equipment 5 x $3,000 22 x $3,000 49 x $3,000
Contractor Fees 6 x $1,500 22 x $1,750 49 x $2,000

Total Cost $73,000 $240,500 $693,000

Table 4.8: Comparison of deployment costs.

Small Medium Large

QoSPlan Deployment $19,000 $47,000 $128,000
Direct Monitoring Deployment $73,000 $240,500 $693,000

Difference $54,000 $193,000 $565,000
(Relative Savings) 74% 80% 82%

4.4 Summary and Conclusions

In this chapter, we have presented QoSPlan, an extension to a traditional usage based

network accounting system designed to supply QoS related input to a long-term network

planning process. The objective was to achieve this at a reduced cost to the network

operator, while maintaining the required level of accuracy. We proposed the QoSPlan

process to be followed to ensure the highest level of accuracy is maintained under

different traffic conditions, such as elastic and streaming traffic scenarios.

The QoSPlan process depends on two algorithms to supply the required network

planning input. Firstly, we presented an algorithm for the mediation of accounting data

to supply QoSPlan with a network wide demand matrix. The algorithm depends on

the existence of mappings between workstations and their corresponding edge routers.

The algorithm also assumes that workstations are static with only one edge router con-

nection to the network. The second algorithm proposed was an approach to enhance

the demand matrix with QoS related effective bandwidth requirements specific to out-

lined QoS targets on traffic. The approach performs an analysis of mean demand to

effective bandwidth ratios for a large set of collected packet traces. From this analysis,
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a representative effective bandwidth coefficient is chosen which provides a method of

enhancing the estimated demand matrix.

The QoSPlan process makes a fundamental assumption about collected accounting

data records. As these records are collected in the form of IP flow records, the distribu-

tion of packet size and arrival times are hidden. QoSPlan therefore assumes a uniform

distribution of packets through the collected flow record. Through experimentation,

we have shown that because of this assumption key configuration parameters can affect

the accuracy of QoSPlan in supplying input.

In the collecting of accounting data, packet-sampling settings can be configured.

We have demonstrated that for elastic traffic, as a results of scaling in the demand

estimation process, sampling at large intervals of 1000 can result in a relative error of up

to 37% in comparison to direct measurement approaches. We have also demonstrated

the knock on effect this has on the prediction of effective bandwidth. The reason for this

margin of error is a result of the scaling process used to compensate for the sampling of

packets. As elastic traffic does not generally follow a uniform distributed throughout

a flow, the scaling process can skew results as demonstrated in section 4.2.4. On the

other hand we have demonstrated that, for streaming traffic, this margin of error is

much lower for sampling intervals of up to 1000. The justification for this is simply

down to the fact that streaming traffic behaves more closely to a uniform traffic flow,

as assumed by the demand estimation algorithm.

We also demonstrated through experimentation, the effect varying the demand mea-

surement interval has on the estimation of demand from accounting records generated

from both elastic and streaming traffic in section 4.2.5. The main source of error, in

this circumstance, is the division of demand within flow records between measurement

intervals. As can be expected, as demand is not uniformly distributed between flow

records generated from elastic traffic, for measurement intervals as low as 10 seconds,

we have demonstrated a relative error of up to 300% in comparison to direct measure-

ment results. We have also demonstrated that for elastic traffic, the relative error for

the same measurement interval is as low as 50%.

Based on these results, we offer some advice on the configuration of QoSPlan for

both elastic and streaming traffic scenarios to ensure the highest level of accuracy

achievable. To ensure accurate effective bandwidth predictions as input to a network

planning process we recommend using a low sampling interval for the collection of
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accounting data of around 1 in 100. In the estimation of demand from accounting

data, we recommend using a high demand estimation interval of over 1 hour. For

streaming traffic, we have shown that configuration settings do not need to be as strict.

To reduce processing within the network, a higher sampling interval of 1 in 1000 and

higher can be employed in the generation of accounting data. In addition, if a high

degree of accuracy is required for estimating demand of streaming traffic, a relatively

short demand measurement interval can be used, within the range of minutes (e.g. 5

minutes for an accuracy of within 10%).

Based on an economic analysis, we have demonstrated the clear economic benefits

of employing QoSPlan over direct monitoring deployment for the purpose of supplying

input to a long term network planning process. As we have demonstrated through

experimentation, that QoSPlan can supply this input if properly configured to suit

traffic conditions. We have also demonstrated this can be achieved at a fraction of the

cost of a full direct monitoring system deployment approach. We have observed that

the main advantage of QoSPlan, from an economic perspective, is the reuse of existing

infrastructure and collected data.

In conclusion, QoSPlan has been demonstrated to supply adequate input to the

network planning process in a cost effective manner, thus achieving the outlined objec-

tives of this chapter. QoSPlan can however, be improved in a number of ways. In the

estimation of demand, where QoSPlan currently assumes a uniform packet distribution

within recorded accounting data, a method of improving this could be to use more

advanced approached to model packet distribution within flows for both elastic and

streaming traffic. For long term network planning, we have decided that this step was

unnecessary.
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Chapter 5

IPTV Admission Control

utilising Empirical Effective

Bandwidth Estimations

We have previously demonstrated the importance of effective bandwidth estimations

for QoS management for long term network planning in chapter 4. We now address

the issue of QoS management in the short term and demonstrate how our effective

bandwidth estimation algorithm can be leveraged to support QoS control of traffic and

improve revenue generation for the service provider.

In the short term, congestion in the network can degrade service performance,

which in turn can have a detrimental affect on revenue generated from service usage

for the service provider. Admission control is a technique commonly used by service

providers to ensure customers’ traffic flows are allocated sufficient bandwidth to ensure

service level agreement constraints, relating to packet-level Quality-of-Service (QoS),

are maintained during periods of high network load. The goal of the service provider is

to ensure QoS for accepted traffic flows whilst maximizing bandwidth available for newly

arriving flows. For Internet Protocol Television (IPTV) service delivery traffic flows are

generally streaming movies or TV programs, which are typically high-bandwidth and

have associated with them stringent QoS targets. Therefore, admission control plays

a vital role, since bad admission decisions can significantly degrade QoS, not only for

the newly accepted flow, but also for already accepted and ongoing flows.

A key feature of any admission control algorithm is how well it predicts the level
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of resources required to admit a requesting flow. If a new flow request is accepted, the

associated packet level QoS targets should be met, without affecting QoS of already

admitted flows. Fundamental to achieving this is the accurate estimation of required

effective bandwidth of the aggregated traffic already admitted to the network. If the

admission control algorithm predicts that effective bandwidth of the aggregate should

the flow be accepted will be greater than the available bandwidth, the flow should be

rejected. Clearly, the more accurate the estimation of effective bandwidth, the more

effectively the admission control algorithm operates. As described in chapter 2, current

effective bandwidth estimation approaches are typically based on theoretical analyses

of traffic properties (see for example Kelly (1996); Norros et al. (1991); Roberts et al.

(1996)) and make simplifying assumptions such as constant packet sizes and inter-

arrival times.

To overcome the limitations of existing effective bandwidth estimation approaches

we proposed an empirical approach in chapter 3, which we use in this chapter as the

basis of two IPTV-focused admission control algorithms. The first, which we term

Empirical Admission Control (EAC), provides an accurate means of predicting the

amount of bandwidth required to ensure admitted traffic flows will maintain agreed

packet-level QoS targets for the consequent aggregated set of traffic flows. The second,

which we term Revenue Maximising Empirical Admission Control (RMEAC), extends

EAC by using information relating to the cost, duration and request arrival rate of IPTV

content to provide an admission control regime that seeks to maximise the revenue

that is generated for the service provider by the accepted flows. We compare the

performance of EAC with respect to bandwidth utilisation and QoS control to a number

of comparative admission control (AC) algorithms, through simulation of a simple IPTV

network focusing on a service provider wishing to control QoS.

This chapter is organised as follows: §5.1 defines the IPTV admission control as-

sumptions we consider. We also define simulation settings used to evaluate the de-

veloped admission control algorithms. §5.2 details the EAC algorithm along with our

method of evaluation, consisting of the definition of three admission control algorithms

for comparison namely Parameter Based Admission Control (PBAC) (Fidler & Sander,

2004; Lima et al., 2004), Experience based Admission Control (EBAC) (Menth, 2004;

Menth et al., 2004; Milbrandt et al., 2004, 2006, 2007), and Measurement and Traffic

Descriptor based Admission Control (MTAC) (Georgoulas et al., 2004, 2005a). We
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evaluate the performance of EAC in comparison to PBAC, EBAC and MTAC, showing

that the empirical estimation approach facilitates superior admission control decision

making. In §5.3 we specify and evaluate the operation of RMEAC, demonstrating its

potential to increase revenue in comparison to EAC in situations where there is high

demand for more profitable content items. Finally §5.4 summarises the contribution of

the chapter and provides concluding remarks.

5.1 IPTV Admission Control Framework

Our admission control framework is founded on estimation of effective bandwidth of

traffic by analysis of collected packet traces, as defined in section 3. An effective

bandwidth estimation is calculated through analysis of a trace relating to an aggregate

of traffic flows collected over a set time interval. This value is used as the estimate of

effective bandwidth for that aggregate for the next interval. This estimation provides

the information necessary to assess whether admission of flows will result in QoS targets

for accepted flows being met. In this section we outline a set of admission control

criteria, our IPTV architecture and simulation network and then specify the EAC and

RMEAC admission control algorithms.

5.1.1 IPTV Admission Control Requirements

The main decision an admission control algorithm faces is as follows: will the QoS of

admitted flows be affected if the requested flow is admitted? The admission control

algorithm must look at the current level of bandwidth being consumed by admitted

flows to maintain QoS, and predict the required level of bandwidth needed to maintain

QoS of all traffic if the flow request is granted admission. This involves predicting future

bandwidth requirements of the admitted traffic after admission, with the inclusion

of the requesting flow. If the admission control algorithm predicts that the existing

traffic flows will not incur QoS violations, the request will be admitted. Therefore,

a primary concern of the admission control algorithm is how to predict the level of

required resources needed on accepting the flow request.

Before we define our admission control algorithms, we first look at a number of

common design strategies. These include the estimation of required bandwidth for the
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requesting flow, estimation of required bandwidth of admitted flows, and prediction of

required bandwidth over the succeeding admission interval.

5.1.1.1 Bandwidth Requirements of Requesting Flows

The most common approach used to estimate the bandwidth requirements of a request-

ing flow is through the use of a peak throughput rate specified within the flow request.

If we take the assumption that the IPTV service provider employs an accounting sys-

tem based on the IPDR specification as outlined by Cotton & Kleinmann (2006), we

can also assume that the service provider abides by the specified accounting and au-

diting policies, ensuring access to a set of IPTV related content and flow information.

This includes peak throughput rates of all available content, cost, duration and flow

request frequencies. This information can be inserted into a flow request, and used

within the decision process of the admission control algorithm. Other approaches that

are used include the measurement of mean throughput rate and standard deviation of

throughput for the requesting flow. Such attributes can be included, for example, in

the Gaussian admission control algorithm discussed in section 2.2.1.3. The problem

here is that such measurements tend not to be available to the service provider.

5.1.1.2 Bandwidth Requirements of Admitted Traffic

The objective of the admission control algorithm is to estimate the bandwidth require-

ments of the admitted traffic to ensure adequate bandwidth is available to maintain set

QoS targets. Without this knowledge, the admission control algorithm will not be able

to manage available bandwidth effectively. Approaches that exist include a straight for-

ward peak rate summation of all admitted flows. This method has the advantage of not

requiring any additional measurements taken from the network, however this approach

does not take into consideration the factor of statistical multiplexing or QoS targets

imposed on traffic. Because of this, such an approach tends to be overly conservative

in estimating resource requirements.

Other approaches include the use of mathematical models to predict the effective

bandwidth of traffic. For example, in the case of a Gaussian approximation (Guérin

et al., 1991), the algorithm requires a mean rate and standard deviation measurement

of the admitted traffic, along with a QoS related packet loss ratio. These values are

then supplied to a mathematical model used to approximate the effective bandwidth of
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traffic being measured. This approach assumes that the traffic being measured follows a

Gaussian distribution. As this only applies to levels of high aggregation, this approach

can be quite inaccurate for low aggregates of traffic. For a Roberts approximation

(Norros et al., 1991), a mean packet size and inter arrival time of requesting traffic

flows, is required for the mathematical model. As the characteristics of traffic flows

can vary under a number of different traffic conditions, such as statistical multiplexing

of traffic flows, this approach can be inaccurate. These approaches will offer a better

estimation of effective bandwidth than a peak rate summation. However, as these

approaches rely on static traffic model assumptions, they can quite easily under or over

estimate the required effective bandwidth of the traffic being monitored.

We believe the most effective approach is to measure required bandwidth of admit-

ted traffic from measurements alone. If an admission control algorithm were to utilise

our proposed effective bandwidth estimation algorithm as detailed in chapter 3, a much

more accurate estimation would be achieved. This estimation can be made independent

of any traffic model assumptions, will incorporate the affect of statistical multiplexing

of traffic has on effective bandwidth estimations, and will be specific to the QoS targets

being imposed on the traffic.

5.1.1.3 Prediction of Bandwidth Requirements for Admission Interval

An objective of the admission control algorithm is to predict the required level of band-

width needed after the time of admission, to accommodate future traffic requirements.

A common approach is to use a set of collected bandwidth measurements for the pre-

vious n intervals and base the prediction on this range. A number of methods can be

used to estimate a future prediction, based on these values such as; a simple averaging

over the set, a weighted average applying more significance to newer collected values,

and exponentially weighted moving average across the set of values, or simply taking

the peak value of the set for a conservative measurement. Further details on these

approaches are provided in Appendix. A.

5.1.2 IPTV Simulation Model

From an IPTV admission control perspective, the entities we are interested in are the

customer, the service provider and the network operator. A number of projects have

proposed business related scenarios for delivery of video-on-demand service over QoS

111



5.1 IPTV Admission Control Framework

enabled IP networks (EuQoS, 2007; NetQoS, 2007; Vetter et al., 2005). Within these

projects, the concept of wholesale bandwidth is used to describe the arrangement where

the service provider leases QoS guaranteed bandwidth from the network operator, an

arrangement governed via an agreed SLA. In turn, the service provider delivers QoS

guaranteed services to its subscribed customers, as governed by a service provider-

to-customer SLA (constrained by the limits of its own agreement with the network

provider). Failure to meet these SLA targets usually results in loss of revenue through

discounting. We define packet level QoS targets related to these agreements within

our IPTV scenario and focus on how the service provider ensures its customers receive

guaranteed QoS on traffic in line with their SLA(s).

From the above business related scenario, we assume that the service provider has

a maximum amount of bandwidth at its disposal. We assume that within this limit,

traffic will meet QoS packet delay targets as specified by the service provider to network

operator SLA. For our scenario we assume the service provider leases bandwidth from

the network operator assuming that at peak times, 20% of its customer base will be ac-

cessing offered content items (via unicast video-on-demand). As delivery of content can

consume a large quantity of bandwidth, if the assumed peak in access is exceeded with-

out adequate bandwidth management there will be degradation in QoS experienced by

all customers, resulting potentially in significant revenue loss and customer dissatisfac-

tion. In times of increasing network load, routers employ techniques such as Random

Early Detection (RED), or Weighted Random Early Detection (WRED), which, when

throughput reaches a particular threshold within a traffic class, drop packets randomly

to avoid congestion. Packets are dropped randomly within the traffic aggregate; there-

fore, since users are not distinguished between within the traffic aggregate, all users

flows will experience degraded QoS. This potential problem is particularly relevant for

IPTV, given the relatively strict QoS targets; for example, a packet loss ratio of 10−7s

is specified by the DSL Forum (Rahrer et al., 2006). The service provider should there-

fore employ an admission control strategy to avoid QoS violations, whilst maximising

bandwidth utilisation to the degree possible.

5.1.2.1 Simulation Topology

We now describe the simulation model used to evaluate the operation of the proposed

admission control algorithms. Figure 5.1 depicts a service provider, a network operator
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Figure 5.1: IPTV single bottleneck network topology.

and a number of connected customers. Each customer is connected to the network

through xDSL with a downstream maximum throughput of 24 Mbps. The service

provider has a single point of connection to the network, through which all traffic is ag-

gregated. This is an OC-3 link with maximum bandwidth capacity of 155Mbps. It is at

this ingress point that the effective bandwidth of aggregated traffic is measured, and the

service provider performs admission control on flow requests. All traffic measurement

is also performed at this point and we assume that the required network dimensioning

and traffic engineering has been performed by the network operator to ensure that

traffic within the service providers leased bandwidth capacity will be delivered within

agreed SLAs. The service provider wishes to perform admission control on bandwidth

up to 90% of this link to ensure there is a 10% margin of precautionary bandwidth

available. We assume that the network operator has a DiffServ deployment to manage

QoS within the network, and that all video traffic is aggregated into a common traffic

class to maintain common QoS requirements on packet delay.

5.1.2.2 QoS Violation Measurement

As part of our evaluation process, QoS traffic violations must be measured per admission

control algorithm. We measure QoS violations by collecting a packet trace at a point

following admission control and process this trace through a FIFO queue algorithm (the

same FIFO Queue algorithm specified in chapter 3). We set the FIFO queue service
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rate to the maximum reserved bandwidth rate of 139.5Mbps (90% of 155 Mbps). The

algorithm will capture the proportion of traffic delayed greater than the specified QoS

delay target. If this proportion is greater than the specified violation target, the traffic

is deemed in violation of the agreed service level agreement. The algorithm will collect

and analyse packet traces of 5 minutes duration, every 5 minutes. We can then monitor

the variation in QoS violations over an extended period (hours).

5.1.2.3 User Profiles

The diurnal properties of the user group are modelled using typical assumptions of

low and peak periods of activity. Specifically, peak demand periods are assumed to

exist during the evening, after work hours, while low demand periods occupy early

morning and normal working hours. We assume that all customers are within the same

time zone, so that our model represents a reasonably accurate representation of user

intensity levels throughout a given 24 hour period. Fig. 5.2 demonstrates our configured

content item request arrival rate intensities. Within a particular hour period, we use

a standard Poisson arrival process to generate arrivals with the expected mean arrival

rate calculated from the corresponding hour period within Fig. 5.2. This model is

based on the results of a study of user behaviour in a large scale IPTV network (Yu

et al., 2006).

5.1.2.4 Service Popularity and Ranking

The Pareto distribution is commonly used to model a wide range of statistical charac-

teristics such as distribution of wealth within a population. It can also capture other

characteristics following the 80 : 20 rule where 80% of traffic generated within the net-

work is contributed to 20% of available services. We follow this rule and model the

popularity of our available services on it. The effect this will have on traffic generated

is that requests for the most popular content items will contribute to a high percentage

of the overall requests.

5.1.2.5 Traffic Models and Characteristics

We use a number of the video frame traces, discussed in Fitzek & Reisslein (2001),

to simulate realistic video traffic. The traces have been generated from several video
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Figure 5.2: Diurnal service arrival rates.

Table 5.1: Service groups and characteristics.
Group Peak Rate Cost Duration

1 2.9Mbps $9 11
2 hours

2 2.7Mbps $3 45 mins
3 2.6Mbps $1 30 mins

sequences of typically 60 minutes duration. For admission control purposes we measure

the peak rate of each video trace. Choosing an appropriate interval over which to

measure the peak rate of a trace is essential as too large an interval can reduce the

accuracy of the estimate, whereas too small an interval can lead to an unnecessarily

high peak rate measurements. We choose a measurement interval of 0.05s to measure

peak throughput, this choice being based on the resolution at which we are measuring

Quality of Service violations. Table 5.1. depicts the properties of each service within

our simulation. This includes the content item rank, duration, cost and peak rate. An

important simplifying assumption we make is that once a request for a content item

is accepted, the customer will view that item for its complete duration without breaks

(pausing).
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5.1.2.6 Pricing Models

A simple pricing model is used where the most popular services generate the most

revenue. For example, recently released feature films are typically priced higher then

older content items. Within our model, the popularity of a item mirrors its frequency

of requests. As requests are based on the Pareto distribution, we use this to provide a

pricing structure for the modeled items. Based on this, we divide the items into three

groups: group 1 represents the most requested items and are assigned a common cost

of $9, the subsequent group 2 have an associated cost of $3, and the remaining group

3 have the lowest cost of $1.

5.2 Empirical Admission Control (EAC) Algorithm

We now specify and evaluate the performance of EAC for ensuring QoS control of

admitted traffic while optimally utilising available bandwidth and maximising possible

generation of revenue for the service provider respectively. We initially specify the

EAC algorithm. We then detail our methodology used to evaluate the EAC, focusing

on IPTV scenario considerations and settings, and defining three admission control

algorithms EAC will be compared to. We then present a set of experiments aimed

to evaluate the performance of EAC within the defined scenario against the other

admission control algorithms. The aim of the experiments are to demonstrate the

effectiveness of EAC in controlling QoS and utilising available bandwidth effectively at

times of high network load.

5.2.1 EAC Algorithm Specification

Based on the requirements stated in section 5.1.1 on admission control algorithm design,

we now formally specify EAC. The algorithm receives flow requests for content items

which are dealt with on a first come first served basis. Let i∗ denote the requesting

content item. The peak throughput rate of the requested item is made available to the

admission control algorithm, for estimating required bandwidth. Let p(i∗) denote the

peak throughput rate of item i∗. An admission control algorithm requires knowledge

of the maximum amount of bandwidth leased, to ensure this amount of bandwidth is

managed effectively. We denote total bandwidth as BTOT . Let t denote the time of the

flow request arrival. The admission control algorithm is required to predict the effective
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Table 5.2: Notation used for EAC algorithm definition.

Notation Description

i∗ The content item for which the flow admission request relates.
p(i∗) The peak throughput rate of item i∗.
BTOT The total bandwidth leased by the service provider.

(t, t+ t′) The interval of time for which effective bandwidth is estimated.
Beff (t, t+ t′) Estimated effective bandwidth for interval (t, t+ t′).
{BN

eff} A set of previously measured effective bandwidth levels.
N The number of previously measured effective bandwidth levels

stored.

bandwidth over the succeeding interval denoted as (t, t+ t′), where t′ is the duration of

the interval in question. For prediction of effective bandwidth, the admission control

algorithm has access to a set of N previously measured effective bandwidth estimates

denoted as {BN
eff}. These definitions are presented in table 5.2.

To estimate the required bandwidth for the requesting flow, we use the peak rate

as supplied by the flow request. This is a common method of predicting bandwidth

requirements for requesting flows (Fidler & Sander, 2004; Georgoulas et al., 2004; Mil-

brandt et al., 2004). We use our proposed effective bandwidth algorithm to estimate the

effective bandwidth of admitted traffic. Packet traces are collected from the network,

at the point of admission, then analysed by the algorithm. The effective bandwidth es-

timations calculated by the algorithm are then recorded in a list of the N most recently

measured values for EAC to access. EAC then uses these measurements to predict the

required effective bandwidth estimation for the following interval. For the prediction

of effective bandwidth over the succeeding interval, the approach we take is to use the

maximum effective bandwidth value from the recorded set of N effective bandwidth

values. We believe this approach ensures we have a conservative prediction of effective

bandwidth for admitted traffic. In making this decision we took into consideration the

trade off between possible QoS violations incurred if a flow request is accepted under

congested conditions versus a complete rejection of the flow request. Generally a re-

jection response is more acceptable to the customer than an impact on service quality.

In addition to this, the possibility of a congested link can affect the service quality of

all admitted traffic on the link, potentially affecting the service providers reputation
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Algorithm 5.1: Empirical Admission Control (EAC) algorithm

Input: i∗, {BN
eff}, BTOT

Output: result (accept|reject)

Set Beff (t, t+ t′) = max
{BNeff}

(Beffj : j = 1, . . . , N);

if Beff (t, t+ t′) + p(i∗) ≤ BTOT then
result = accept;

else
result = reject;

return result

and thus its business. It is for these reasons that an under-utilisation of bandwidth

resources is more preferable to the service provider.

When a flow request is received, the algorithm will evaluate if adequate bandwidth is

available on the link to support admission of this flow. If the total link bandwidth minus

the predicted estimation of effective bandwidth for the following interval is greater

than the bandwidth required by the flow, the request is admitted, otherwise the flow

is rejected. We take the assumption that on admission, the flow will not be actively

terminated by the service provider or the user.

5.2.2 Admission control algorithms for comparison

In order to evaluate the performance of EAC, we compare its performance in terms

of QoS control and bandwidth utilisation against three admission control algorithms.

The algorithms attempt to achieve the same objectives as EAC, but following differ-

ent design principles; they are Parameter Based Admission Control (PBAC) (Fidler &

Sander, 2004; Lima et al., 2004); Experience based Admission Control (EBAC) (Menth

et al., 2004; Milbrandt et al., 2004, 2007); and Measurement and a priori Traffic De-

scriptor based Admission Control (MTAC) (Georgoulas et al., 2004, 2005a,b). The

major difference between their methods and that of EAC is means of estimating effec-

tive bandwidth requirements of admitted traffic.
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5.2.2.1 Parameter Based Admission Control

As a comparison to the worst case scenario, we model a simple parameter based admis-

sion control algorithm (similar in nature to those defined in Fidler & Sander (2004) and

Lima et al. (2004)). The algorithm’s decision depends completely on the peak rate p(i)

of content items, as supplied by the traffic descriptor. No measurement is involved in

this process. On receiving a content item request, the algorithm decides on admission

if the admission test holds in Alg. 5.2. This test is simply whether the sum of the peak

rates of all admitted flows, plus that of the new requesting flow, is less than the level

of reservable bandwidth, BTOT .

Algorithm 5.2: PBAC admission decision logic
Input: i∗, BTOT , {F (t)}
Output: result (accept|reject)

if p(i∗) +
∑

j∈{F (t)} p(j) ≤ BTOT then
result = accept;

else
result = reject;

return result.

5.2.2.2 Measurements and a priori traffic descriptor based admission con-
trol

The Measurement and a priori Traffic Descriptor based Admission Control Algorithm

(MTAC) estimates the required effective bandwidth of traffic based on the assumption

that traffic arriving at the admission point follows Gaussian distribution characteristics.

This assumption is based on the work in (Guérin, 1992; Guérin et al., 1991). It uses

the Gaussian estimation method, defined is section 3.3.3.1, to estimate the effective

bandwidth of aggregated traffic. Initially, the algorithm uses the peak rate of the con-

tent item being requested to estimate required bandwidth, however the algorithm also

supports using recorded measurements of the mean throughput and standard deviation

of the arrival rate of the flow. These values can be incorporated into the estimation of

effective bandwidth.

The algorithm also specifies a precaution factor used to ensure the algorithm behaves

more conservatively as the network approaches congestion. This factor is calculated
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as follows; a single reference flow is defined by a reference mean, mref , and reference

standard deviation, σref . For the total link capacity, BTOT , the total number of refer-

ence flows ,Tref , that can be simultaneously admitted for a given target bound on the

Packet Loss Ratio(PLR), is calculated. Using mean and standard deviation measure-

ments collected, the total number of reference flows, Nref , within the admitted traffic is

calculated. This is achieved by estimating both the number of reference flows that can

produce the measured mean throughput, denoted, Nm, and the number of reference

flows that can produce the measured standard deviation, Nσ.

The precaution factor, denoted PF , defines the relationship between estimated num-

ber of reference flowsNref within the measured traffic, and the total number of reference

flows Tref allowed within the total link capacity BTOT . If Nref ≤ Tref then PF is set

to 1. Admission is simply based on whether the estimated bandwidth multiplied by the

precaution factor is less than the total available bandwidth; if not, the flow is rejected

(Alg. 5.3).

Algorithm 5.3: MTAC admission decision logic
Input: pnew, BTOT , ε,Mmeasured, σmeasured,mref , σref , Tref

Output: result (accept|reject)

Set Nref =
(Nm +Nσ)

2
;

Set Nm =
⌈
Mmeasured

mref

⌉
;

Set Nσ =

⌈
σ2
measured

σ2
ref

⌉
;

if Nref ≤ Tref then
Set PF = 1;

else

Set PF =
Nref

Tref
;

Set a′PLR =
√
−2ln(ε)− ln(2π);

Set Best = Mmeasured + pnew + a′PLR

√
σ2
measured;

if (BestXPF ) ≤ BTOT then
result = accept;

else
result = reject;

return result.
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5.2.2.3 Experience Based Admission Control

The Experience Based Admission Control (EBAC) algorithm operates by taking into

consideration peak to mean ratios of currently admitted traffic, denoted U(t). All peak

rates of the currently admitted traffic are retained, F (t), along with all the measured

mean throughput rate of all existing flows, M(t). Based on a collection of these ratios,

the algorithm chooses an appropriate up to date reciprocal of this ration, denoted ϕ(t)

(known as the over provisioning factor) suitable for inclusion in its admission control

logic. The algorithm gains experience by using a complex approach to estimating the

current over provisioning factor based on previous peak to mean ratios. Previous peak

to mean ratios are calculated and stored in a time exponentially weighted moving

histogram, P (t, U) (Martin & Menth, 2004). By choosing the 95th percentile of this

histogram, the most up to date over provisioning factor can be calculated. The approach

taken for estimating this value is outlined in Alg. 5.4. The peak measurements used

within the algorithm are explicit peak rates, p(i), supplied with the flow request.

To take QoS into consideration, the algorithm sets a maximum link utilisation

threshold, ρmax. This threshold is calculated using the Roberts estimation algorithm

defined in section 3.3.3.2. The algorithm relies on this probability distribution to esti-

mate the threshold, heavily depending on the queue system assumptions. It uses this

to estimate the required maximum link utilisation threshold ρ needed to avoid QoS

violations Eq. 5.1. Considering these, the admission control algorithm grants or rejects

admission (Algorithm 5.5).

Algorithm 5.4: EBAC computation of the over provisioning factor
Input: F (t), M(t)
Output: ϕ(t)
Set R(t) =

∑
i∈F (t)

p(i);

Set U(t) =
M(t)
R(t)

;

Insert U(t)→ P (t, U);
Set Up(t) = min

u
{u : P (t, U ≤ u) ≥ pu};

Set ϕ(t) =
1

Up(t)
;

return ϕ(t)
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ρmax = max
ρ
ρ : P (W > Wmax) ≤ pW (5.1)

Algorithm 5.5: EBAC admission decision logic
Input: p(i), F (t), ϕ(t), ρmax, BTOT
Output: result (accept|reject)
Set R(t) =

∑
i∈F (t)

p(i);

if p(inew) +R(t) ≤ BTOT · ϕ(t) · ρmax then
result = accept;

else
result = reject;

return result

5.2.3 Aggregation of Traffic

A primary advantage of basing admission control on an accurate estimation of effective

bandwidth is the ability to account for the statistical multiplexing effect when traffic

is aggregated on a link. Awareness of this within EAC allows the algorithm to more

accurately predict the level of bandwidth necessary to ensure QoS targets on traffic are

maintained, without over estimating bandwidth requirements.

To demonstrate this effect, we set up a simple experiment where 32 video flows are

admitted to the network evenly spread over a 5 hour period. We record the prediction

of bandwidth made by each algorithm to perform admission control, divided by the

current mean throughput. Fig. 5.3 shows the relationship between estimated effective

bandwidth coefficient and the number of aggregated flows per algorithm. From this

figure we see that:

• PBAC depicts a linear response in the effective bandwidth coefficient as the level

of aggregated traffic flows increase. This algorithm predicts required resources

based on the sum of peak throughput values per admitted flow. Bandwidth be-

ing reserved per traffic flow is on average 6 times that of the mean throughput.

This approach does not consider the affect statistical multiplexing has on effec-

tive bandwidth requirements. In this case, PBAC results in over provisioning of

resources for large aggregates of traffic.
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Figure 5.3: Reflection of statistical multiplexing effect in admission control algorithms’
bandwidth estimates.

• MTAC demonstrates a strict relationship between measured mean throughput

and estimated effective bandwidth of admitted traffic. The ratio is consider-

ably lower than that of PBAC estimates at around 1.3. The algorithm uses a

mathematical model to estimate the effective bandwidth of admitted traffic by

measuring the mean demand and standard deviation of packet rate of the ad-

mitted traffic and supplying these parameters into the model. This approach

also demonstrates no obvious reaction to the increase in traffic aggregations and

predicted effective bandwidth. This algorithm will under provision bandwidth

requirements for low levels of aggregation.

• EBAC demonstrates a similar response to MTAC. As flows are admitted the

required bandwidth is estimated based on a selected peak to mean ratio and the

maximum utilisation threshold as specified in section 5.2.2.3. This approach also

predicts effective bandwidth using a mathematical model and is therefore non

responsive to statistical multiplexing of aggregated traffic. As a result, EBAC

tends to under provision bandwidth for low levels of aggregated traffic.

• EAC demonstrates a decrease in estimated effective bandwidth as flows are added,
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observing the affect statistical multiplexing has on aggregated traffic. For a single

flow, the ratio of effective bandwidth to mean throughput is around 6. As more

traffic is admitted and aggregated together, the ratio reduces. We demonstrate

here that EAC can more accurately react to variations in aggregation of traffic,

thus provisioning adequate amounts of bandwidth to maintain QoS targets.

5.2.4 Managing trade-off between bandwidth utilisation and QoS vi-

olations

Based on the outlined scenario, we perform admission control on the generated flow

requests over a number of simulation runs, each using one of the proposed admission

control algorithms. The experiments evaluate the proportion of QoS violating traffic

and bandwidth utilisation for a set QoS target on packet delay of (0.02s, 0.0001). Fig.

5.4 depicts the bandwidth utilisation based on admission control per algorithm and

Fig. 5.5 depicts the QoS violations incurred by the respective algorithms. The results

demonstrate the performance of each algorithm in response to the scenario settings

outlined in section 5.1.2. We observe that:

• PBAC has the lowest maximum bandwidth utilisation of ∼ 25Mbps.
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Figure 5.4: Bandwidth utilisation per admission control algorithm.
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Figure 5.5: QoS Violations per admission control algorithm.

While not incurring any QoS violations, this is considered an undesirable under-

utilisation of available resources;

• MTAC has a much higher maximum utilisation of bandwidth at ∼ 75Mbps. This

may be seen as a desirable utilisation of available bandwidth; however this ap-

proach does incur significant QoS violations, as can be seen in Fig 5.5. MTAC

predicts required bandwidth levels of admitted traffic based on a Gaussian dis-

tribution using a packet loss ratio of 0.0001. This leads to an under-estimation

of required resources, thus leading to QoS violations as a result of admitting too

many flow requests;

• EBAC requires assumptions on traffic in order to estimate required bandwidth

levels of aggregated traffic. The algorithm assumes traffic is arriving at a constant

packet size and inter-arrival time. Based on analysis of the recorded packet traces

we are using we input the following values into the mathematical model: expected

packet inter arrival times E[A] = 0.0131s, expected packet size E[B] = 9978.3

bits. For a QoS target of (0.02s, 0.0001), a maximum link utilisation of 56.3% was

calculated. Based on this setting, EBAC maintains a maximum link utilisation

of 85Mbps, but also incurs QoS violations;
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• EAC utilises an acceptable 50 Mbps of bandwidth (roughly a third of the overall

bandwidth available), while incurring no QoS violations for this scenario. These

results demonstrate an appropriate control of bandwidth with respect to outlined

QoS targets. With respect to the other analysed admission control algorithms,

EAC is more conservative than MTAC and EBAC, ensuring admitted traffic is

not susceptible to QoS violations. On the other hand, the algorithm is not overly

conservative in comparison to PBAC, ensuring a relatively high utilisation of

available bandwidth.

5.2.5 Effect of relaxing QoS targets

Within a QoS controlled network, it is important to be able to control the level of

violations of set QoS targets. If QoS targets change, the admission control algorithm

must respond in kind to the changes. We demonstrate here the effectiveness of EAC in

responding to changing QoS requirements. Fig. 5.6 shows for a particular QoS target

of (0.04s, 0.001), the utilization of bandwidth for each AC. We observe the following:

• PBAC performs exactly the same as before under the relaxed QoS target as this
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Figure 5.6: Bandwidth utilisation of admission control algorithms with relaxed QoS
targets.
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Figure 5.7: QoS violations per admission control algorithm with relaxed QoS targets.

admission control algorithm does not take QoS targets into consideration estimat-

ing required bandwidth of admitted traffic. The approach does ensure no QoS

violations occur, however demonstrates a poor utilisation of leased bandwidth.

• MTAC uses a relaxed PLR of 0.001 for this experiment. This leads to a bandwidth

utilisation of up to 100Mbps, incurring heavy QoS violations as can be seen in

figure 5.7 to a peak QoS violation of 0.9 over a 5 min interval. The estimated

effective bandwidth for admitted traffic is under estimated using this approach.

• EBAC uses the same packet size and inter arrival time settings as before. The

algorithm needs to recalculate the maximum link utilisation threshold for QoS

target (0.04s, 0.001). Calculations result in a maximum link utilisation threshold

of 80% to control QoS violations for this experiment. The algorithm accepts

connections up to this point, which in turn, also incurs heavy QoS violations as

depicted in figure 5.7, also up to a peak of 0.9 over a 5 min interval.

• EAC simply requires knowledge of the new QoS target of (0.04, 0.001) to modify

its behaviour. The algorithm utilises bandwidth up to 60 Mbps, without in-

curring any QoS violations. This can be seen as conservative in comparison to
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the latter two algorithms, but not overly conservative in comparison to PBAC.

EAC demonstrates an acceptable balance between QoS control and bandwidth

utilisation within this scenario.

5.3 Revenue Maximising Empirical Admission Control

(RMEAC) Algorithm

The EAC algorithm is agnostic of both the revenue generated by each flow admission

and the revenue lost through flow rejection. We now propose an admission control

algorithm that allows knowledge associated with the IPTV content to be used within

the admission decision process. The objective is to use historical information about

content item request arrivals, together with associated cost and resource requirements,

to maximise expected revenue. We base this algorithm on the work of Jennings et al.

(2001), who defined a revenue optimisation algorithm for load control in Intelligent

Network service delivery environments.

5.3.1 RMEAC Algorithm Specification

The algorithm assumes there is a set of I individual items of content made available

by the service provider to the customer. Table 5.3 further defines the attributed of the

algorithm. Every time a request for item i∗ arrives, the admission control algorithm

estimates, given its knowledge of the duration and time of acceptance of currently

accepted flows, the time interval for which the current level of effective bandwidth

of accepted flows (not including that of the new request) will be maintained; this

time interval is denoted (t, t + t′). Note that the algorithm assumes that no flows are

prematurely terminated for any reason.

Each time a request for an item arrives, the admission control algorithm iteratively

computes a provisional allocation of the currently unallocated bandwidth to item for

interval (t, t + t′) in a manner that seeks to maximise the revenue generated for the

service provider. Provisional allocations are based on the revenue values for each item,

the probability of the arrival of requests for those items in the interval (t, t+t′), and the

peak bandwidth required for each item. We assume a Poisson process for the arrival of
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Table 5.3: Additional notation used for RMEAC
Notation Description

I The number of individual items of content available to the Service
Provider.

i A particular content item.
p(i) The peak bandwidth per second required by item i.
r(i) The amount of revenue generated by accepting item i.
Ti The duration in seconds of flows associated with the streaming of item

i.
qi(t− t′, t) The number of requests for item i during the time period (t− t′, t).
ni(t, t+ t′) The number of requests for item i that have been provisionally allocated

by the algorithm.
ui(t, t+ t′) The marginal utility of accepting a request for item i during interval

(t, t+ t′).
i∗ The item to which the flow admission request relates.
v(i) The marginal cost associated with provisional allocation of an item i.

δi(t, t+ t′) The marginal utility per marginal cost of item i.
πi(t, t+ t′) Variable used to calculate probability of arrivals of an item assuming a

poisson arrival process, within each iteration of the algorithm.
Πi(t, t′t) Variable used to calculate probability of arrivals of an item assuming a

poisson arrival process, within each iteration of the algorithm.

requests for items 1, hence the number of arrivals for item i in the interval (t − t′, t),
denoted qi(t − t′, t), can be taken as an estimate of the number of arrivals for the

interval (t, t+ t′). As the iterations progress, the number of requests for item for which

bandwidth has been provisionally allocated, denoted ni(t, t+ t′), is stored.

At each iteration the provisional allocation of bandwidth to an item i is the one

that maximises the marginal utility to marginal cost in comparison to the other pos-

sible allocations. The marginal utility, denoted ui(t, t + t′), is defined as the revenue

associated with accepting a request for that item, times the probability of an arrival of

an additional request for the item during the interval. If the admission control request

is for item i∗ then the probability of the arrival of at least one request for item i∗ in

the interval is set to 1 (since this request has just arrived). The marginal utility can

therefore be expressed as:
1The Poisson arrival process is ’memoryless’ meaning, so the measured mean arrival rate for the

previous interval is as good an estimate for the following interval as any.
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ui(t, t+ t′)|i 6=i∗ = r(i)
∞∑

w=ni(t,t+t′)+1

qi(t− t′, t)w

w!
e−qi(t−t

′,t)

ui∗(t, t+ t′)|ni∗ (t,t+t′)=0 = r(i∗) (5.2)

ui∗(t, t+ t′)|ni∗ (t,t+t′)6=0 = r(i∗)
∞∑

w=ni∗ (t,t+t′)+1

qi∗(t− t′, t)w

w!
e−qi∗ (t−t′,t)

The marginal cost associated with provisional allocation of an item i , denoted v(i),

is the associated maximum bandwidth consumption of item i over its specified duration:

v(i) = p(i)Ti (5.3)

The marginal utility per marginal cost of provisionally allocating bandwidth for a

request for item i during (t, t+ t′), is denoted δi(t, t+ t′), is then:

δi(t, t+ t) = ui(t, t+ t′)/v(i) (5.4)

At each iteration the algorithm selects a provisional allocation to an item i′, de-

creasing the currently available bandwidth for the interval, denoted B(t, t+t′), by p(i′).

The algorithm terminates when the provisional allocation is for item i′ = i∗, in which

case the request for item i∗ is accepted, or when the value of B(t, t+ t′) is too small to

make a given provisional allocation, in which case the request for item i∗ is rejected.

The algorithm is formally specified in Alg. 5.6; we first summarise the main stages:

5.3.1.1 Step 1: Initialisation

On the reception of a flow request for item i∗, the algorithm must first calculate t′,

being the duration until the next admitted flow is schedules to finish. For this period,

we assume that the current level of effective bandwidth provisioned for accepted flows

will not change. The algorithm will then initilise the appropriate variables.

5.3.1.2 Step 2: Identify Optimal Allocation

In deciding whether to admit request i∗, the algorithm first iterates through the list of

available items and calculates the ratio of marginal utility to marginal cost per item. If

the requesting item i∗ maximises the ratio and there is adequate bandwidth to accept it,
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Algorithm 5.6: RMEAC admission control algorithm

Input: i∗, Beff (t)

Step 1: Initialization

Calculate t+ t′ as the time at which the first termination of the currently accepted flows is

expected to occur;

forall items i = 1 . . . I do
Set qi(t− t′, t) to the number of requests for item i in the interval (t− t′, t);

Set provisional allocation ni(t, t+ t′) = 0 ;

Set πi(t, t+ t′) = e−qi(t−t′,t) ;

Set Πi(t, t+ t′) = 1− πi(t, t+ t′) ;

if i = i∗ then
Set marginal utility ui(t, t+ t′) = r(i);

else
Set marginal utility ui(t, t+ t′) = r(i)Πi(t, t+ t′);

Set marginal cost v(i) = p(i)Ti;

Set remaining bandwidth B(t, t+ t′) = BTOT −Beff (t);

Step 2: Identify Optimal Provisional Allocation

if B(t, t+ t′) > 0 then

forall items i = 1 . . . I do
List all candidates that maximize δi(t, t+ t′);

if list contains item i′ = i∗ then
Accept request for item i∗;

STOP.
else

Randomly select candidate allocation i′ from the list

Step 3: Perform Allocation

if B(t, t+ t′)− p(i′) ≥ 0 then
Set ni′(t, t+ t′) = ni′(t, t+ t′) + 1;

Set B(t, t+ t′) = B(t, t+ t′)− p(i′);

else
Reject request for item i∗;

STOP.

Step 4: Update Internal Variables

Set πi′(t, t+ t′) = πi′(t, t+ t′)
qi′(t− t′, t)

ni′(t, t+ t′)
;

Set Πi′(t, t+ t′) = Πi′(t, t+ t′)− πi′(t, t+ t′);

Set ui′(t, t+ t′) = r(i′)Πi′(t, t+ t′);

Step 5: Loop Statement

if B(t, t+ t′) > 0 then
GOTO Step 2;

else
Reject request for item i∗;

STOP.
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item is accepted and the algorithm finishes. Otherwise an item i′ which does maximise

the calculated ratio is notionally allocated the peak bandwidth it would require.

5.3.1.3 Step 3: Perform Allocation

A candidate item i′ has been chosen for provisional allocation. The available bandwidth

will be updated to reflect the allocation of the peak rate p(i′) of the item i′. The counter

ni(t, t+ t′) is incremented to reflect the provisional allocation of item i′. If there is not

enough bandwidth available, item i∗ is rejected here, and the algorithm exits.

5.3.1.4 Step 4: Update Internal Variables

If the candidate item i′ is accepted, associated variables πi′(t, t+ t′) and Πi′(t, t+ t′) are

updated to reflect the probability of another arrival of this item in the time interval t′

based on an assumption of exponentially distributed inter arrival times. The marginal

utility of this item is also updated. The affect is that, as the number of a particular

item increases, the probability of another arrival of this item decreases, thus decreasing

its marginal utility.

5.3.1.5 Step 5: Loop Statement

While there is still bandwidth available the algorithm will repeat step 2, otherwise item

i∗ will be rejected.

5.3.2 Analysis of RMEAC versus EAC

We now wish to evaluate the benefit of deploying RMEAC in comparison to EAC. As

RMEAC is an extension to EAC, the estimation of effective bandwidth of admitted

traffic is identical. RMEAC is designed to increase the acceptance of high revenue

flows over lower revenue flows, while ensuring appropriate bandwidth utilisation with

no QoS violations. We perform a set of experiments demonstrating the performance of

RMEAC in comparison to EAC with regards to bandwidth utilisation, QoS violations,

and revenue gained. The scenario under which we evaluate the algorithms focus on a

burst of flow requests with each content item group. We vary the burst intensity for

items is each of the three groups to evaluate the performance of RMEAC in dealing with
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requests of varying value to the service provider. Table ?? outlines the flow settings

for this experiment.

5.3.2.1 Burst in flow class 1

We initially simulate a burst in flow requests for content items in group 1. Items within

this group have the longest duration at 11
2 hours, as well as the most value to the service

provider at $9 a viewing. The objective of RMEAC is to ensure that the highest valued

items are provisioned for in times of congestion.

Figure 5.8 demonstrates the resulting throughput per content item group over the

duration of the experiment. When a burst of requests arrives for item 1, requests for

items in the other groups are given less priority based on the RMEAC algorithm. As

available bandwidth reduces, all flow requests for items with lower priority are rejected.

As a result, during the burst period, 100% of accepted request are for items in group 1.

Throughput reaches a maximum utilisation of 50 Mbps, with no QoS violations. When

the burst reduces and normal operation is restored, content items from the other lower

revenue groups are again granted admission.

To draw a comparison, figure 5.9 has been produced from the exact same experiment

conditions with admission controlled by EAC. EAC does not prioritise higher value

content items but rather operates on a first come first served basis. The affect here is

that a limited number of requests for lower valued content items are admitted, however

the loss in revenue is minimal in this case. At the burst period 95% of accepted

requests were made up of content item 1, 3% were item 2 and 2% represented item

3. This analysis demonstrates a gain in revenue of 3.7% as shown in table 5.4 if the

service provider were to employ RMEAC.

5.3.2.2 Burst in flow class 2

Figure 5.10 depicts the results for a burst in flow requests for content items within

group 2. Here the algorithm admits the same level of bandwidth as the previous

example. However, instead of traffic for the item group dominating the entire band-

width, RMEAC preserves flow requests from the higher valued requests for content

items within group 1, while rejecting requests for content items from the lower valued

group 3. For this scenario, at the burst period 8% of accepted requests were for item 1
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Figure 5.8: Burst in requests for
content item 1 (RMEAC)
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Figure 5.9: Burst in requests for
content item 1 (EAC)
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Figure 5.10: Burst in requests for
content item 2 (RMEAC)
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Figure 5.11: Burst in requests for
content item 2 (EAC)

and 92% were for item 2 while maintaining up to 50 Mbps bandwidth utilisation and

experiencing no QoS violations.

This scenario demonstrates the possible gain in revenue of RMEAC over EAC, as

EAC does not priorities higher valued flow requests, and thus loses out on revenue gain-

ing opportunities as depicted on figure 5.11. During the burst period, 2% of accepted

requests were for content items within group 1, 95% were for item in group 2 and 3%

were for items within group 3. In this case, RMEAC demonstrates a gain of 16.4% in

revenue, demonstrating the ability of RMEAC to increase revenue while maintaining

QoS control and appropriate bandwidth utilisation.
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Figure 5.12: Burst in requests for
content item 3 (RMEAC)

00:00 2:00 4:00 6:00 8:00 10:00
0  

10

20

30

40

50

60

Time (hrs)

T
hr

ou
gh

pu
t (

M
bp

s)

 

 

Content Item 3 Content Item 2 Content Item 1

Figure 5.13: Burst in requests for
content item 3 (EAC)

5.3.2.3 Burst in flow class 3

Figure 5.12 depicts the bandwidth utilisation of traffic generated by admitted requests

from each content item group after a burst in flow requests for content items in group

3. Items within group 3 are the shortest in duration and the lowest in value to the

service provider. The results demonstrate that requests from the two higher valued

content item groups are maintained as much as possible, thus prioritising these over

the lower valued group 3 items. During the burst period, 8% of accepted requests

were for content items within group 1, 5% were for items in group 2 and 87% were

for items from group 3. As shown in figure 5.13 EAC does not priorities these higher

revenue content items, resulting in a reduction in possible revenue gain. Within the

burst period 3% of accepted requests were for content items within group 1, 2% were

for items in group 2 and 95% were for item in group 3. The contention for RMEAC is

simple; if flow requests are to be rejected to maintain bandwidth utilisation and QoS

targets, then selectively drop lower value flows to allow higher revenue flow admission.

In this case, RMEAC demonstrates a higher gain in revenue of up to 29.7%.

5.4 Summary and Conclusions

In this chapter, we introduced the challenges faced by the IPTV service provider in

maintaining QoS control of IPTV traffic in the short term. The service provider’s ob-

jective is to ensure that the customer receives content within the contractual SLA, even

during times of high network load. We focus on how the service provider supports this
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Table 5.4: Relative gain in revenue for RMEAC over EAC during times of congestion.

Algorithm Burst in class 1 Burst in class 2 Burst in class 3

RMEAC 1 100% × 9 8% × 9 8% × 9

2 0 92% × 3 5% × 3

3 0 0 87% × 1

EAC 1 95% × 9 2% × 9 2% × 9

2 3% × 3 95% × 3 3% × 3

3 2% × 1 3% × 1 95% × 1

Revenue Gain of RMEAC over

EAC

3.7% 16.4% 29.7%

objective through admission control. We also bring to light key objectives the service

provider wishes to attain in performing admission control on flow requests. The service

provider primarily wishes to control QoS of admitted traffic; while utilising bandwidth

effectively, and maximise generation of revenue. The main requirement an admission

control algorithm needs to fully support these objectives is an accurate estimation of

effective bandwidth required to control QoS of admitted traffic. With an accurate esti-

mation of this value, the admission control algorithm can be confident in its admission

decisions, while ensuring minimal QoS violations occur with efficient bandwidth utilisa-

tion. In line with this contention, we proposed an admission control algorithm based on

our empirical effective bandwidth algorithm presented in chapter 3. EAC estimates the

effective bandwidth requirements of admitted traffic from packet traces collected from

the network. This approach enables the admission control algorithm to account for the

effect statistical multiplexing has on the estimated effective bandwidth of aggregated

traffic flows. This is vital for an efficient use of leased bandwidth.

We also specified a second admission control algorithm to maximise revenue for

the service provider. RMEAC uses additional content related information available to

the IPTV service provider to priorities flows that maximise revenue for the network

operator at the time of admission. The algorithm uses flow request frequency per

content item, cost and duration of the content item in making the admission decision.

Using this information the algorithm can protect the admission of higher valued flows

in times of high network load while maintaining QoS control and efficient bandwidth

utilisation.

Using a set of experiments, we evaluated EAC against three other admission con-

trol algorithms under the areas of bandwidth utilisation and QoS violations. The
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Algorithm Traffic Model As-

sumptions

Aggregation Sensitiv-

ity

Bandwidth

Utilisation

QoS Viola-

tions

EAC None Yes 50 Mbps 0

PBAC None No 25 Mbps 0

MTAC Yes No 75 Mbps 0.44

EBAC Yes No 85 Mbps 0.06

Table 5.5: Summary of admission control algorithm results

algorithms chosen represent traditional approaches to admission control and highlight

the challenges the IPTV service provider faces with current admission control tech-

niques. Traditional admission control algorithms tend to be designed for a particular

problem domain thus depending on tightly defined assumptions on traffic. If traffic de-

viates from these assumptions, the algorithms begin to under perform and mismanage

available bandwidth effectively. The results of the experiments are summarised in table

5.5. The table presents the results for a particular QoS target on video traffic of (0.02

sec, 0.0001). It first states facts about each admission control algorithm with respect

to their methods of estimating effective bandwidth of admitted traffic, such as its de-

pendencies on traffic model assumptions and sensitivity to aggregated traffic and the

effect on effective bandwidth estimations. The table depicts the results of the analysis,

stating maximum bandwidth utilisation and maximum amount of traffic violating the

set QoS target over a 5 minute interval. From these results, we see the clear advantage

of using EAC over the other algorithms on performing admission control for the service

provider. We believe the fundamental advantage of EAC over other approaches is that

it ensures an accurate estimation of effective bandwidth to suit the supplied QoS tar-

get, and level of aggregation within the admitted traffic, all without the requirement

of having a formal traffic model. We do also recognise the drawback of this algorithm

in regards to the overhead of collecting and processing packet traces from the network.

Following experimental analysis, we concluded that RMEAC matched EAC with

regards to managing bandwidth resources conservatively while ensuring no QoS tar-

gets were compromised, as demonstrated in table 5.4. Under the conditions outlined

within the experiment, RMEAC enabled a gain in revenue, through protection of higher

revenue content thus highlighting its effectiveness in maximising revenue. RMEAC

operated better where lower revenue content flooded that network; it ensured that

requesting higher revenue content was given priority within the admission decision pro-
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cess, with a gain in revenue demonstrated up to 29.7% under the conditions outlined.

This gain is obviously relative to the cost relationship between content items, however

it illustrates that revenue can be maximised while ensuring the QoS integrity of traffic

and utilisation of bandwidth for the service provider.
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Chapter 6

Conclusions and Future Work

The objective of this thesis was to evaluate our hypothesis, which states that a purely

empirical approach to the estimation of effective bandwidth of aggregated traffic flows

can provide the degree of accuracy required to facilitate effective traffic engineering pro-

cesses such as QoS-aware network planning and admission control. We now state how

the hypothesis was evaluated and state the advantages of the processes and algorithms

proposed within this thesis.

In chapter 3 we presented our empirical effective bandwidth estimation algorithm.

The algorithm was demonstrated to be capable of accurately estimating the effective

bandwidth of aggregated flows of both elastic and streaming traffic. Due to the effect

statistical multiplexing has on aggregated traffic flows the algorithm was able to depict

a non linear relationship between required effective bandwidth per aggregated traffic

flow, and the associated level of aggregation. We demonstrated that traffic model reliant

effective bandwidth estimation algorithms evaluated did not capture this relationship,

thus demonstrating a clear advantage of using our approach within communications

networks.

We evaluated a number of algorithm settings, and highlighted settings suitable

for the types of traffic we considered. With regards to an actual deployment of the

empirical effective bandwidth estimation algorithm, settings such as an appropriate

peak rate measurement interval, error region, and packet trace duration must all be

configured to suit the particular traffic scenario. The results and settings demonstrated

within this thesis for the algorithms were specific to the traffic traces used within the

experiments. This may be considered a disadvantage as a certain amount of off-line

configuration is required to ensure suitable results are attained. The approach presented
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is also only suitable for implementation off-line, this limits its applicability to certain

QoS control strategies operating over time-scales of minutes to hours as apposed to

millisecond QoS control. The applications we choose to use the proposed algorithm in

are inline with this observation, as the required effective bandwidth measurement were

over periods of minutes.

In chapter 4 we presented the QoSPlan process. It was developed as a low cost solu-

tion for supplying suitably accurate input to a QoS aware long term network planning

process. QoSPlan relies on the effective bandwidth algorithm presented in chapter 3

to establish a relationship between required effective bandwidth levels of traffic and an

estimated demand matrix. The advantages of QoSPlan are summarised as follows:

• It can accurately estimate the demand matrix of a network from available ac-

counting system data, to within 10 - 15% for the scenarios we considered.

• It can be configured to accurately estimate network demand for both elastic and

streaming traffic flows.

• It can provide a demand matrix, enhanced with QoS related characteristics, in

contrast to other similar low cost solutions that do not accurately take QoS into

consideration.

• It demonstrates a cost saving of up to 80% in operational and capital expenditure

comparison to a direct measurement system.

A disadvantage of QoSPlan is that it is dependent on the collected accounting sys-

tem data. This can have an adverse affect of the completeness of the demand matrix

estimated. For example, accounting devices may not be positioned at all ingress routers

of the network. In such circumstances, all traffic entering at this edge will not be in-

cluded within the demand matrix. Another consideration, is if end node workstations

have multiple connections to the network (for example, wireless devices). In such a

scenario, demand may be mapped incorrectly to corresponding edge routers on the

network, therefore leading to an incorrect distribution of demand within the demand

matrix. In the estimation of network demand from accounting data, the current algo-

rithm assumes that packets are distributed uniformly through the collected accounting

flow record. The estimation of network demand over shorter intervals could be greatly
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improved, if the algorithm had more knowledge of the packet distribution common to

various traffic types, such as elastic and streaming.

In chapter 5 we presented two IPTV focused admission control algorithms based

on our effective bandwidth estimation algorithm for accurate QoS control of admitted

traffic. The first algorithm, termed EAC, employs a simple evaluation of whether there

is sufficient bandwidth available to ensure, with an appropriate degree of confidence,

that QoS targets will not be violated if a requested flow is admitted. The second

involves a more complex decision process which evaluates the likelihood of the arrival

of higher revenue flows in the time it will take to serve the current flow request; if

this likelihood is sufficiently high the current request will be rejected even if sufficient

bandwidth is available.

EAC was evaluated against three alternative admission control algorithms: PBAC,

MTAC and EBAC. Experimental results showed that EAC out-performed these algo-

rithms in terms of reaching the appropriate trade-off between ensuring QoS targets are

met and not over-allocating bandwidth. Further results showed that, in certain con-

ditions, RMEAC can out-perform EAC in terms of maximising the revenue generated

for the service provider by admitted traffic flows during periods of high network load.

We have identified a number of advantages of using the empirical effective bandwidth

algorithm within IPTV admission control:

• EAC ensures an accurate estimation of effective bandwidth to suit the supplied

QoS target, and level of aggregation within the admitted traffic.

• EAC does not depend on the requirements of a formal traffic model to estimate

effective bandwidth.

• As RMEAC uses the empirical effective bandwidth estimation algorithm to con-

trol QoS, the service provider can maximise revenue while maintaining QoS tar-

gets of admitted traffic.

There are however a number of challenges these algorithms face regarding deploy-

ment within an operational communications network. In the process of predicting

effective bandwidth from a set of estimated values, the current approach chooses the

peak value. This process can be improved to ensure the predicted effective bandwidth
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values used by the admission control algorithm more accurately represents future de-

mand requirements. The approach used in the reviewed EBAC algorithm, estimated

future traffic demands based on a time exponentially distributed moving histogram.

Milbrandt et al. (2007) demonstrates that such an approach is highly accurate in the

presence of traffic change. Such a method could be used to improve the performance of

EAC and RMEAC within such scenarios. As the algorithms depend on the collection

and analysis of packets traces from the network, they are restricted to a time scale of

seconds at best. Such admission control algorithms would not be deemed suitable for

admission control strategies within the mili - micro second time frame.

6.1 Future Work

This section proposes a number research areas, that will be considered for future work.

The areas relate to: the implementation of the empirical effective bandwidth algorithm

itself; a study of the effect various traffic management strategies have on the effective

bandwidth of traffic; and an application of the effective bandwidth estimation process

within a peer-to-peer scenario.

6.1.1 Applications of Empirical Effective Bandwidth Estimation

As discussed within the thesis, the effective bandwidth estimation is a vital metric for

any form of performance optimisation for the control of QoS within the network. We

now discuss similar work within applicable fields and state how the proposed approach

can contribute to this work.

6.1.1.1 Dynamic Bandwidth Routing

The work proposed by Kandavanam et al. (2007) develops an genetic algorithm for

dynamic routing of traffic within a communications network. The algorithm operates by

dividing the network nodes into clusters, where a Variable Neighbourhood Search (VNS)

algorithm is used for route optimisation (Tasgetiren et al., 2004). A genetic algorithm

has been employed to optimise the routing of traffic between clustered networks. One

advantage of the approach is that it employes a multi-objective optimisation strategy to
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ensure the route selected adheres to constraints set for a number of different objectives

including packet delay, loss, jitter and bandwidth.

VNS

VNS VNS

GA

Src
Dest

Effective bandwidth 

estimation taken per node

Figure 6.1: Dynamic bandwidth routing using Genetic Algorithms.

The approach relies on the formulation of a demand matrix of the network. Cur-

rently, effective bandwidth requirements are not taken into consideration, therefore the

optimisation strategies do not take QoS targets into consideration. The research we en-

visage is based on using effective bandwidth estimation to enhance the demand matrix

to ensure the routing optimisation appropriately takes the QoS constraints of traffic

into account (Fig. 6.1).

6.1.2 Online Effective Bandwidth Estimation

The current implementation of the purely empirical effective bandwidth estimation

algorithm has been developed as an off-line algorithm. This restricts the usefulness of

the approach to near-real time use only. The objective of this research would be to

develop an online method of empirically estimating effective bandwidth of a traffic flow.

The advantage of such an approach would be useful within QoS control strategies such

as fast routing, queue management, packet scheduling, and resource optimisation.

Two patents (Lautenschlaeger, 2008; Yip et al., 2005) have been published focusing

on this research, each defining an estimation process based on the analysis of a collected

packet trace from the network. The approaches each define analysis strategies of packet

trace analysis for online estimation. The objective of this research is to develop an online

method of effective bandwidth estimation, suitable for use within short term network

performance optimisation strategies, such as packet scheduling and queue management.

We first intend to evaluate the requirements of such an algorithm, then assess the

suitability of our proposed approach in meeting these requirements.
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6.1.3 Effective Bandwidth Estimation across Traffic Classes

The work within the thesis focused primarily on measuring the effective bandwidth of

traffic aggregated within a particular traffic class. This research would focus on the

estimation of effective bandwidth and the effect packet scheduling policies have on the

effective bandwidth of aggregated traffic classes. The objective here is to gain a greater

understanding of the effect scheduling has on the effective bandwidth of traffic across

traffic classes aggregated at a node.

EF

AF1

AF2

AF3

AF4

BE

Buffer Management Packet Scheduling

Priority Queue

Weighted 

Fair Queue

EB_EF = X

EB_AF = Y

EB_BE = Z

EF_EF =  ? 

EB_AF = ?

EB_BE = ?

Figure 6.2: Multiple class queueing effect on effective bandwidth.

As depicted in Fig. 6.2, the effective bandwidth per traffic class before the point

of aggregation, may be different at the point after aggregation. This would be a result

of the dequeueing policies of the node. As packets are scheduled, the characteristics

of the traffic within the traffic class can change. A single effective bandwidth value is

difficult to measure for the aggregated traffic classes, as they usually require different

QoS target constraints. By studying the relationship between packet scheduling and

effective bandwidth of traffic classes, current packet scheduling algorithm configurations

may be improved, within the objective of guaranteeing QoS of traffic classes within a

multi-traffic class network.

6.1.4 Buffer Management for P2P Video Streaming

Within a peer-to-peer live content distribution network, the performance of the dis-

tribution network depends, in part, on the optimal configuration of peer node buffers.

The issue of P2P buffer design for IPTV live video streaming was highlighted in Hei

et al. (2006). Peer nodes buffer content based on Groups of Pictures (GoP) within an
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MPEG or H.264 video stream. The buffer volume, streaming sequence and scheduling

policies all play a part in the overall performance of the peer to peer content distri-

bution network. This content is streamed from one node to the next within set time

constraints, as the content being distributed is live (near realtime). As live content

can become irrelevant within the context of a live video stream, peer nodes wish to

prioritise GoP with respect to timeliness with the video stream. This research intends

to take the idea of empirical effective bandwidth estimation and apply this principle to

distribution of video content between peer nodes. By setting metric targets on GoPs

within a buffer (similar to that of packets within a queue, constrained by a maximum

packet delay time) on the distribution of GoP content, buffers can be optimised to

ensure these targets are being met for the various types of content being distributed

within the network, live video streaming or video on demand or file download.
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Appendix A

Appendix A

A.1 Queueing theory

Queueing theory is the mathematical study of queues or waiting lines. The theory

enables mathematical analysis of several related processes, including arriving at the

queue, waiting in the queue and being served by the server(s) at the front of the queue.

The theory permits the derivation and calculation of several performance metrics in-

cluding the average waiting time in the queue or the system, the expected number

waiting or receiving service and the probability of encountering the system in certain

states, such as empty, full, having an available server or having to wait a certain time

to be served. Queueing theory is directly related to modelling the transportation of IP

packets through a network. For further information on queueing theory see (Cooper,

1981).

A.1.1 First In First Out Queue

The term First IN First Out describes the principle of a queue processing technique. In

other words what arrives at the queue first is handled first, what comes in next waits

until the first is finished.
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A.1 Queueing theory

A.1.2 Priority Queue

The priority queue treats arrivals at the queue by ordering arrivals based on priority.

With this processing technique, higher priority arrivals are served first while lower

priority arrivals must wait in the queue until such a time as they are the highest

priority.

A.1.2.1 Queue Modelling

Queueing models can be represented using Kendall’s Notation.

A/B/S/K/N/Disc

• A is the interarrival time distribution

• B is the service time distribution

• S is the number of servers

• K is the system capacity

• N is the calling population

• Disc is the service discipline assumed

In general the following assumptions are made when modelling a queue system;

K =∞, N =∞ and Disc = FIFO. Therefor the notation used becomes A/B/S. Some

standard notations for distributions A and B include

• M for Markovian (exponential) distribution

• EK for an Erlang distribution with K phases

• D for Degenerate (or Deterministic) distribution

• G for General distribution (arbitrary)

• PH for a Phase-type distribution
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A.2 Probability distribution functions

A.2 Probability distribution functions

In essence, a probability distribution describes a range of possible values that random

variable can take on and the associated probability of that value being within some

measurable subset of that range. The following define a number of useful probabil-

ity distributions with their own properties. For more information on probability and

statistics see (Mendenhall et al., 2005).

A.2.1 Poisson Distribution

The Poisson distribution is a discrete probability distribution that expresses the prob-

ability of a number of events occurring in a fixed period of time if these events occur

with a known average rate and independently of the time series the last event.

Parameters λ ∈ (0,∞)

Support k ∈ {0, 1, 2, 3, ...}

Probability mass function e−λλk

k!

Cumulative distribution function Γ(bk+1c,λ)
bkc!

Mean λ

Median usually considered bλ+ 1
3 −

0.2
λ

Mode bλc

Variance λ

Moment generating function expλet − 1

Characteristic function exp(λ(eit − 1))

Table A.1: Poisson distribution characteristics

A.2.2 Exponential Distribution

The exponential distributions are a class of continuous probability distributions. An

exponential distribution arrises naturally when modelling the time between independent

events that happen at a constant average rate.
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A.2 Probability distribution functions

Parameters λ > 0 rate or inverse scale (real)

Support [0,∞)

Probability density function λe−λx

Cumulative distribution function 1− e−λx

Mean 1
λ

Median ln(2)
λ

Variance λ−2

Table A.2: Exponential distribution characteristics

A.2.3 Gaussian Distribution

The Gaussian distribution (or normal distribution) defines a family of continuous prob-

ability distributions. Each distribution within the family can be defined using two pa-

rameters, location and shape; the mean and variance respectively. For example; the

standard normal distribution has a mean of zero and a variance of one. The normal

distribution can, quite effectively, be used to model the behaviour of many systems

without a complete understanding of the underlying mechanisms. It is often called the

bell curve because the graph of its probability density 1 resembles a bell.

A.2.4 Pareto Distribution

The Pareto Distribution is a power law 2 probability distribution that is commonly

used to model observable phenomena. Originally the distribution was used to describe

the allocation of wealth among individuals since it seemed to show rather well that a

large proportion of wealth of any society is owned by a smaller percentage of the people

in the society.
1A probability density function is a function that represents a probability distribution in terms of

integrals
2A power law is any polynomial relationship that exhibits the property of scale invariance3.
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A.3 Markov Chains

Parameters µ location (real)

σ2 > 0 squared scale (real)

Support x ∈x

Probability density function 1
σ
√

2π
exp(− (x−µ)2

2σ2 )

Cumulative distribution function 1
2

(
1 + erf 1−µ

σ
√

2

)
Mean µ

Median µ

Mode µ

Variance σ2

Table A.3: Gaussian distribution characteristics

A.3 Markov Chains

A Markov chain is a discrete-time stochastic process with the Markov property. Having

the Markov property means that, given the present state, future states are independent

of the past states. In other words, the present state description fully captures all the

information that can influence the future evolution of the process. At each time instant

the system may change its state from the current state to another state, or remain

in the same state, according to a certain probability distribution. The changes of the

state are called transitions, and the probabilities associated with various state-changes

are termed transition probabilities.

A Markov chain is a sequence of random variables X1, X2, X3, ... with the Markov

property, namely that, given the present state, the future and past states are indepen-

dent. Formally:

Pr(Xn+1 = x|Xn = xn, ..., X1 = x1) = Pr(Xn+1 = x|Xn = xn). (A.1)

The possible values of Xi form a countable set S called the state space of the chain.

Markov chains are often described by a direct graph, where the edges are labelled by the

probabilities of going from one state to the other states. Markov chains are commonly

used to model processes in queueing theory and how traffic is processed through a set
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A.4 Prediction and averaging

Parameters xm > 0 scale (real)

k > 0 shape (real)

Support x ∈ [xm; +∞)

Probability distribution function kxkm
xk+1

Cumulative distribution function 1− (xmx )k

Mean kxm
k−1 fork > 1

Median xm
k
√

2

Mode xm

Variance x2
mk

(k−1)2(k−2)
fork > 2

Table A.4: Pareto distribution characteristics

of queues. For further information on stochastic processes such as the Markov chain

see (Taylor & Karlin, 1998).

A.4 Prediction and averaging

There are a number of approaches that can be used to predict a value within a sequence

of events. The following approaches are commonly used:

A.4.1 Simple moving average

A simple moving average can be calculated over the previous n collected effective band-

width measurements. Using a simple moving average to predict the future effective

bandwidth level can lead to under provisioning of resources. Such an approach tends

to smooth out traffic bursts making the admission control algorithm less responsive to

changes in traffic intensity.

x̄ =
1
n

n∑
i=1

xi (A.2)
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A.4 Prediction and averaging

A.4.2 Weighted moving average

Using a weighted average policy to estimate future effective bandwidth levels can be

useful, as key measurements can be prioritised over others. The difficulty is choosing

appropriate values to assign weights to. A common approach is to use a simple scaled

approach where the oldest value with be assigned 1
n and the latest value assigned a

weight of n−1
n .

x̄ =
∑n

i=1wixi∑n
i=1wi

(A.3)

A.4.3 Exponentially weighted moving average

The exponentially weighted moving average operates similar to the weighted moving

average, however the weighting is based in an exponential function where the newest

recorded value is assigned the highest weight, and all other values preceding this value

are assigned exponentially decreasing weights. This approach can react better to fluc-

tuations in bandwidth. EMA denotes the exponential moving average being calculated.

α controls the memory of the exponentially weighted moving average function. N de-

notes the number of previous periods to be considered in the estimation. x denotes the

current measurements to be included into the exponentially weighted moving average.

α =
2

N + 1
(A.4)

EMAi = EMAi−1 + α(x− EMAi−1) (A.5)

A.4.4 Peak value

Using the peak value from the collected is by far the most conservative option. This

will ensure no QoS violations will occur, as ample of bandwidth is being reserved for

the admission on flows. On the other hand, this option is not suited to admission

control traffic with a high degree of fluctuation. If, for example, there was a sudden

drop in throughput, the peak measurement would not reflect this drop until the peak

value is removed from the list of n measurements. From our perspective, we prioitise

the importance of QoS violations therefore we choose this conservative approach to

169



A.4 Prediction and averaging

predicting future effective bandwidth levels for the proposed empirical admission control

algorithm.

xpeak = MAX(x1 · · ·xN ) (A.6)
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Appendix B

Appendix B

B.1 Further Packet Trace Details

The following figures have been generated from the packet traces collected from the

MOME (MOME, 2008) and CAIDA (CAIDA, 2008) packet trace repositories. Details

about the packet traces has been extracted from the associated repositories and entered

into the tables below.
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B.1 Further Packet Trace Details
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Figure B.1: Packet inter-arrival time distribution of MOME-1 packet trace.
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Figure B.2: Packet size distribution of MOME-1 packet trace.
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B.1 Further Packet Trace Details

Table B.1: Protocol breakdown of packet trace MOME-1.
Protocol Packets bytes bytes/pkt

total 2000000 (100.00%) 486721373 (100.00%) 243.36

ip6 2000000 (100.00%) 486721373 (100.00%) 243.36

tcp6 1040336 ( 52.02%) 349547416 ( 71.82%) 335.99

http(s) 14417 ( 0.72%) 15604641 ( 3.21%) 7082.38

http(c) 399802 ( 19.99%) 47544669 ( 9.77%) 118.92

squid 1043 ( 0.05%) 83179 ( 0.02%) 79.75

smtp 5514 ( 0.28%) 1754845 ( 0.36%) 318.25

nntp 295 ( 0.01%) 327942 ( 0.07%) 1111.67

ftp 8448 ( 0.42%) 6889468 ( 1.42%) 815.51

ssh 280614 ( 14.03%) 224319779 ( 46.09%) 799.39

dns 197 ( 0.01%) 24008 ( 0.00%) 121.87

bgp 81535 ( 4.08%) 7369096 ( 1.51%) 90.38

realaud 1 ( 0.00%) 94 ( 0.00%) 94.00

icecast 28 ( 0.00%) 2184 ( 0.00%) 78.00

other 248442 ( 12.42%) 45627511 ( 9.37%) 183.65

udp6 446705 ( 22.34%) 68842277 ( 14.14%) 154.11

dns 342044 ( 17.10%) 50095792 ( 10.29%) 146.46

other 104661 ( 5.23%) 18746485 ( 3.85%) 179.12

icmp6 500670 ( 25.03%) 66875736 ( 13.74%) 133.57

ospf6 2381 ( 0.12%) 214290 ( 0.04%) 90.00

ip4 7675 ( 0.38%) 928474 ( 0.19%) 120.97

ip6 1435 ( 0.07%) 209330 ( 0.04%) 145.87

pim6 795 ( 0.04%) 101760 ( 0.02%) 7 128.00

other6 3 ( 0.00%) 2090 ( 0.00%) 696.67
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Mean δ t = 0.01265 sec
Standard Deviation = 0.020035

Figure B.3: Packet inter-arrival time distribution of MOME-2 packet trace.
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Figure B.4: Packet size distribution of MOME-2 packet trace.

Table B.2: Protocol breakdown of packet trace MOME-2.
Protocol Packets bytes bytes/pkt

total 2000000 (100.00%) 590247636 (100.00%) 295.12

ip6 2000000 (100.00%) 590247636 (100.00%) 295.12

tcp6 698743 ( 34.94%) 379007724 ( 64.21%) 542.41

http(s) 8200 ( 0.41%) 7766501 ( 1.32%) 947.13

http(c) 55079 ( 2.75%) 5973530 ( 1.01%) 108.45

squid 1182 ( 0.06%) 88852 ( 0.02%) 75.17

smtp 13185 ( 0.66%) 2526839 ( 0.43%) 191.64

nntp 1576 ( 0.08%) 148350 ( 0.03%) 94.13

ftp 69045 ( 3.45%) 57025017 ( 9.66%) 825.91

pop3 12 ( 0.00%) 936 ( 0.00%) 78.00

ssh 13804 ( 0.69%) 2279670 ( 0.39%) 165.15

dns 211 ( 0.01%) 24514 ( 0.00%) 116.18

bgp 91109 ( 4.56%) 8455907 ( 1.43%) 92.81

icecast 42 ( 0.00%) 3276 ( 0.00%) 78.00

other 445298 ( 22.26%) 294714332 ( 49.93%) 661.84

udp6 585262 ( 29.26%) 92433977 ( 15.66%) 157.94

dns 471196 ( 23.56%) 71413605 ( 12.10%) 151.56

other 114066 ( 5.70%) 21020372 ( 3.56%) 184.28

icmp6 583158 ( 29.16%) 80288608 ( 13.60%) 137.68

ospf6 2529 ( 0.13%) 227610 ( 0.04%) 90.00

ip4 8285 ( 0.41%) 994052 ( 0.17%) 119.98

ip6 93802 ( 4.69%) 15050523 ( 2.55%) 160.45

ipsec6 121 ( 0.01%) 17666 ( 0.00%) 146.00

pim6 844 ( 0.04%) 108032 ( 0.02%) 128.00

other6 27256 ( 1.36%) 22119444 ( 3.75%) 811.54
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B.1 Further Packet Trace Details

0 0.5 1 1.5 2 2.5 3

x 10
−3

0

2

4

6

8

10

x 10
4

Inter Arrival Time (seconds)

D
en

si
ty

 

 

Mean δ t = 0.00011895 sec
Standard Deviation =
0.00015984

Figure B.5: Packet inter-arrival time distribution of MOME-3 packet trace.
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Figure B.6: Packet size distribution of MOME-3 packet trace.
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B.1 Further Packet Trace Details

Table B.3: Protocol breakdown of packet trace MOME-3.
Protocol Packets bytes bytes/pkt

total 7564350 (100.00%) 2879403797 (100.00%) 380.65

ip 7394536 ( 97.76%) 2874285822 ( 99.82%) 388.70

tcp 6216875 ( 82.19%) 2614059063 ( 90.78%) 420.48

http(s) 1196957 ( 15.82%) 1301819049 ( 45.21%) 1087.61

http(c) 2383420 ( 31.51%) 304092581 ( 10.56%) 127.59

squid 10681 ( 0.14%) 1168298 ( 0.04%) 109.38

smtp 245957 ( 3.25%) 84519445 ( 2.94%) 343.64

nntp 382 ( 0.01%) 36620 ( 0.00%) 95.86

ftp 215697 ( 2.85%) 19251728 ( 0.67%) 89.25

pop3 5230 ( 0.07%) 1309509 ( 0.05%) 250.38

imap 4441 ( 0.06%) 1841297 ( 0.06%) 414.61

telnet 1844 ( 0.02%) 220466 ( 0.01%) 119.56

ssh 1539 ( 0.02%) 225783 ( 0.01%) 146.71

dns 734 ( 0.01%) 55104 ( 0.00%) 75.07

bgp 142 ( 0.00%) 51167 ( 0.00%) 360.33

napster 1404 ( 0.02%) 147715 ( 0.01%) 105.21

rtsp 37229 ( 0.49%) 6346783 ( 0.22%) 170.48

icecast 27119 ( 0.36%) 32521285 ( 1.13%) 1199.21

other 2057609 ( 27.20%) 859539435 ( 29.85%) 417.74

udp 794726 ( 10.51%) 199350283 ( 6.92%) 250.84

dns 662449 ( 8.76%) 155567564 ( 5.40%) 234.84

realaud 1468 ( 0.02%) 128360 ( 0.00%) 87.44

halflif 3 ( 0.00%) 475 ( 0.00%) 158.33

quake 993 ( 0.01%) 152818 ( 0.01%) 153.90

other 121829 ( 1.61%) 42943560 ( 1.49%) 352.49

icmp 121913 ( 1.61%) 10202315 ( 0.35%) 83.69

ipsec 87 ( 0.00%) 8786 ( 0.00%) 100.99

ip6 533 ( 0.01%) 75604 ( 0.00%) 141.85

other 260402 ( 3.44%) 50589771 ( 1.76%) 194.28

frag 10444 ( 0.14%) 11740215 ( 0.41%) 1124.11
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Figure B.7: Packet inter-arrival time distribution of MOME-4 packet trace.
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Figure B.8: Packet size distribution of MOME-4 packet trace.
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B.1 Further Packet Trace Details

Table B.4: Protocol breakdown of packet trace MOME-3.
Protocol Packets bytes bytes/pkt

total 6434228 (100.00%) 2522747081 (100.00%) 392.08

ip 6319707 ( 98.22%) 2519304529 ( 99.86%) 398.64

tcp 4912250 ( 76.35%) 2020162001 ( 80.08%) 411.25

http(s) 854955 ( 13.29%) 944343179 ( 37.43%) 1104.55

http(c) 1838806 ( 28.58%) 227032214 ( 9.00%) 123.47

squid 3088 ( 0.05%) 2499911 ( 0.10%) 809.56

smtp 127477 ( 1.98%) 43629767 ( 1.73%) 342.26

nntp 343 ( 0.01%) 31982 ( 0.00%) 93.24

ftp 118210 ( 1.84%) 21701396 ( 0.86%) 183.58

pop3 5636 ( 0.09%) 963784 ( 0.04%) 171.00

imap 4374 ( 0.07%) 891584 ( 0.04%) 203.84

telnet 1324 ( 0.02%) 112573 ( 0.00%) 85.02

ssh 15001 ( 0.23%) 1114698 ( 0.04%) 74.31

dns 1156 ( 0.02%) 102429 ( 0.00%) 88.61

bgp 129 ( 0.00%) 36938 ( 0.00%) 286.34

napster 23602 ( 0.37%) 14072673 ( 0.56%) 596.25

realaud 27 ( 0.00%) 4165 ( 0.00%) 154.26

rtsp 79334 ( 1.23%) 56468105 ( 2.24%) 711.78

icecast 23830 ( 0.37%) 1661135 ( 0.07%) 69.71

other 1798030 ( 27.94%) 704912012 ( 27.94%) 392.05

udp 1070028 ( 16.63%) 457286913 ( 18.13%) 427.36

dns 613176 ( 9.53%) 148218549 ( 5.88%) 241.72

realaud 5602 ( 0.09%) 1606602 ( 0.06%) 286.79

other 417413 ( 6.49%) 280259232 ( 11.11%) 671.42

icmp 101129 ( 1.57%) 8699272 ( 0.34%) 86.02

ipsec 85 ( 0.00%) 7871 ( 0.00%) 92.60

ip6 447 ( 0.01%) 65455 ( 0.00%) 146.43

other 235768 ( 3.66%) 33083017 ( 1.31%) 140.32

frag 210691 ( 3.27%) 254094543 ( 10.07%) 1206.01
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Figure B.9: Packet inter-arrival time distribution of CAIDA-1 packet trace.
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Figure B.10: Packet size distribution of CAIDA-1 packet trace.
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B.1 Further Packet Trace Details

Table B.5: Details of packet trace CAIDA-1.
Maximum capture length for interface 0: unknown

First timestamp: 1210856347.126342000

Last timestamp: 1210856399.999997000

Unknown encapsulation: 0

IPv4 bytes: 5124699029

IPv4 pkts: 10106525

IPv4 flows: 758749

Unique IPv4 addresses: 375001

Unique IPv4 source addresses: 185279

Unique IPv4 destination addresses: 189723

Unique IPv4 TCP source ports: 48322

Unique IPv4 TCP destination ports: 47958

Unique IPv4 UDP source ports: 55223

Unique IPv4 UDP destination ports: 52651

Unique IPv4 ICMP type/codes: 15

IPv6 pkts: 491

IPv6 bytes: 95127

non-IP protocols: 0

non-IP pkts: 0
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