Title: METHOD AND APPARATUS FOR DETERMINING WHETHER A NODE CAN REPRESENT OR BE REPRESENTED BY OTHER NODES WITHIN A NETWORK

Abstract: A distributed method for determining whether a node can represent or be represented by other nodes within a network comprises receiving at a node ($v_0$), respective sets of observations ($k$) for each neighbour node ($N(v_i)$) of the node across respective links ($\{v_0,v_i\}$) within the network. For each link, a measure ($D_{ij}$) of dissimilarity between the observations for a neighbour node ($k$) and the corresponding observations ($n$) for the node is determined. Respective inequality measures ($E_i$) for each neighbour node ($N(v_i)$) of the node are determined, each inequality measure being a function of respective dissimilarity measures ($D_{ij}$) and weights ($p_{ij}$) for each link between a neighbour node ($v_i$) and its neighbour nodes. For each link ($\{v_0,v_i\}$) between the node and a respective neighbour node, a weight ($p_{ij}$) is updated as a function of the dissimilarity measure ($D_{ij}$) and a previous weight for the link. For each link between the node and a respective neighbour node, the node determines as a function of an inequality measure for the node ($E_i$) and the determined inequality measure for the neighbour node ($E_j$) whether a link between the node and the neighbour node should be maintained. The node then determines, based on the links maintained by the node, if the node can represent neighbour nodes within the network.
Method and apparatus for determining whether a node can represent or be represented by other nodes within a network

This invention relates to a method and apparatus for determining whether a node can represent or be represented by other nodes within a network.

Referring now to Figure 1, in networks comprising a number of nodes \( V_1, V_2, V_3, V_4, \ldots, V_k \), \( M \) interconnected by communication links, it is often desirable to provide information across the network between various nodes and one or more management nodes (M). It will be appreciated, however, that as an increasing number of nodes need to report and/or be controlled across an increasing number of links particularly connecting remote nodes to a management node, the network traffic caused by such reporting/control could easily congest the network.

It is appreciated that it would be useful to elect a sub-set of leader nodes, in this case say \( V_1, V_2, V_3, V_4, V_k \) which would report to the management node M on behalf of follower nodes in the neighbourhood of the leader nodes. The selection of leader nodes involves balancing the disparity introduced by selecting leaders who do not perfectly reflect the particular observations of their surrounding nodes against the overhead gains that can be achieved by selecting leaders for greater numbers of follower nodes.

For example, if a management node wished to observe interference conditions being experienced by nodes within a network, it would be desirable to obtain reports in relation to interference from the smallest number of leaders which best approximated the noise conditions of their neighbours around the network. Then any control messages that a management node sent back to the leader node(s) could in turn be relayed to their follower node(s) and on balance this control should be as appropriate to the followers as their leaders.

It is also appreciated that the burden for determining which nodes report back to or are directly controlled by a management node should be delegated to the nodes of the network rather than determined by a management node.

It is an object of the present invention to provide a method and apparatus for determining whether a node can represent or be represented by other nodes within a network.

According to the present invention there is provided a method for determining whether a node can represent or be represented by other nodes within a network according to claim 1.

In a further aspect, there is provided a node arranged to operate the method of claim 1.

An embodiment of the invention will now be described, by way of example, with reference to the accompanying drawings, in which:

Figure 1 is a schematic diagram of a mesh network including a number of interconnected nodes and a management node;

Figure 2 is a detailed view of a portion of the network of Figure 1; and

Figure 3 is a flow diagram illustrating the operation of a node within the network of Figures 1 and 2.

Referring now to Figure 2, which shows a portion of the network of Figure 1 around the link 10 (which is marked in Figure 1). According to the invention, each node runs an agent (or comprises a distributed component of management overlay) which is arranged to obtain from and provide to the nodes of a partition comprising at least some of its direct neighbours, certain information to enable an individual agent to determine whether the node can represent
or be represented by nodes in the network partition. Once an agent has determined a sub-set of nodes within its network partition with which it shares relatively similar observations at a given time, the various agents within the sub-set can then readily determine whether or not they are to act as a leader node or a follower node.

Table 1 illustrates the basic terminology used in describing the preferred embodiment; other terms are introduced and defined later in the description:

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_n$</td>
<td>$n^{th}$ node in the network</td>
</tr>
<tr>
<td>${v_n, v_k}$</td>
<td>Denotes an edge starting at node $v_n$ and terminating at node $v_k$ and across which the nodes can communicate.</td>
</tr>
<tr>
<td>$N(v_n)$</td>
<td>Set of nodes in the same partition as node $v_n$.</td>
</tr>
<tr>
<td>$k'$</td>
<td>For a node $v_n$ having a set of neighbours $N(v_n)$, $k'$ is used to index the set of neighbours.</td>
</tr>
<tr>
<td>$n'$</td>
<td>For a node $v_j$ having a set of neighbours $N(v_j)$, $n'$ is used to index the set of neighbours.</td>
</tr>
<tr>
<td>$</td>
<td>N(v_n)</td>
</tr>
<tr>
<td>$p_{n,k}$</td>
<td>A weight learned for link ${v_n, v_k}$, which is a member of the entire set of all possible communicating pairs of nodes.</td>
</tr>
<tr>
<td>$D_{n,k}$</td>
<td>Measure of dis-similarity between observations at nodes $v_n$ and $v_k$.</td>
</tr>
<tr>
<td>$a_n$</td>
<td>Mean Dis-similarity at $v_n$.</td>
</tr>
<tr>
<td>$b_n$</td>
<td>Weighted Mean Dis-similarity at $v_n$.</td>
</tr>
<tr>
<td>$c_n$</td>
<td>Weighted Dispersion at $v_n$.</td>
</tr>
<tr>
<td>$E_n$</td>
<td>Inequality measure for node $v_n$ based on given weights for the links of the partition around the node.</td>
</tr>
</tbody>
</table>
| $n_f$ | A vector of observations drawn at node $v_n$, where each
| $k_i$ | A vector of observations drawn at node $v_k$ where each element of the vector is indexed by the index $l$. |
| $\Delta C_1(n,k)$ | The sum of the scaled changes in the pair of inequality measures across each link $\{v_n, v_k\}$ for $p_{n,k} = 1$ and $p_{k,n} = 1$. |
| $\Delta C_0(n,k)$ | The sum of the scaled changes in the pair of inequality measures across each link $\{v_n, v_k\}$ for $p_{n,k} = 0$ and $p_{k,n} = 0$. |

The dis-similarly measure $D_{n,k}$ can be as simple or complex as required by any given application. Preferably, $D_{n,k}$ comprises a symmetric measure of dis-similarity between two nodes that are in communication range of each other, i.e. $D_{n,k} = D_{k,n}$, thus, dis-similarity between two nodes connected by a link is the same. One measure of dis-similarity is the symmetric Kullback-Leibler Divergence (KLD) taking the form:

$$D_{n,k} = D_{k,n} = \sum_i (n_i - k_i) \log \frac{n_i}{k_i} \quad \text{Eq1}$$

where $n_i$ is the vector of $l > 0$ observations at node $v_n$ and $k_i$ is the corresponding set of $l$ observations at node $v_k$. In the described embodiment, the dis-similarity variable, $D_{n,k}$ is restricted to being non-negative and is only equal to zero when $n_i = k_i$.

The dis-similarity measure above is based on observation values being non-negative, or, if they are negative, some function transforming the observations should be used to ensure that the dis-similarity measure works within the present embodiment. So, for some observations, an absolute value function of the form

$$D_{n,k} = D_{k,n} = \sum_i (|n_i| - |k_i|) \log \frac{|n_i|}{|k_i|}$$

or a square function of the form

$$D_{n,k} = D_{k,n} = \sum_i (n_i^2 - k_i^2) \log \frac{n_i^2}{k_i^2}$$

could be used. These functions work well where it makes sense to compare positive with negative values, however, it would still not make sense to use these functions to compare Celsius temperature values.
In this case a measure based on Squared Euclidian Distance (SED) using a function of the form: \( D_{n,k} = D_{k,n} = \sum_j (n_j - k_j)^2 \) would be more appropriate. This can take both positive and negative observation values, it is only zero when the two values are the same, it is symmetric, and it is non-negative.

5 Still other dis-similarity functions are:

\[
D_{\alpha(n,k)} = \frac{1}{\alpha(\alpha - 1)} \sum_j (n_j^\alpha k_j^{1-\alpha} - \alpha n_j + (\alpha - 1) k_j) \quad \alpha \in \mathbb{R} \setminus \{0,1\}; \quad \text{and}
\]

\[
D_{\beta(n,k)} = \sum_j \frac{n_j^{\beta-1} - k_j^{\beta-1}}{\beta - 1} \frac{n_j^\beta - k_j^\beta}{\beta} \quad \beta \in \mathbb{R} \setminus \{0,1\}
\]

Using the above notation, the following terms can be defined:

\[
a_n = \frac{1}{|N(v_n)|} \left( \sum_{k \in N(v_n)} D_{n,k} \right) \quad \text{Eq2}
\]

\[
b_n = \frac{1}{|N(v_n)|} \left( \sum_{k \in N(v_n)} p_{n,k} D_{n,k} \right) \quad \text{Eq3}
\]

\[
c_n = \sqrt{\frac{1}{|N(v_n)|} \sum_{k \in N(v_n)} \left( p_{n,k} D_{n,k} \right)^2} \quad \text{Eq4}
\]

\[
p_{n,k} \propto p_{n,k} \left( \frac{a_n c_n}{b_n^2} + \frac{a_k D_{n,k} (1 - p_{n,k})}{c_k b_k} \right) \left( \frac{a_k c_k}{b_k^2} + \frac{a_n D_{n,k} p_{n,k}}{c_n b_n} \right) \quad \text{Eq5}
\]

It can be seen from the above equations that once initialized for example at 0.5, \( p_{n,k} \) is updated based explicitly on local parameters, the weight of the links \( \{v_n, v_k\} \) for all nodes \( k' \in N(v_n) \) in the same partition as \( v_n \), \( p_{n,k} \), the dis-similarity measure between observations drawn at nodes \( v_n \) and all \( v_k \) where \( k' \in N(v_n) \), \( D_{n,k} \), and, the number of nodes in the same partition as \( v_n, |N(v_n)| \).

The update function of equation (5) has the following properties:

- The update is a function of local parameters that are available to each node.
- This update is non-negative in both the numerator and the denominator, thus, when \( p_{n,k} \) is initialized non-negatively, it remains non-negative.
This update involves no tuning parameters which means that the embodiment is self-tuning and self-configuring.

Preferably, a linear combination of the update weight resulting from Eqn. 5 with the previous value of the updated weight is taken:

\[ p_{n,k}^{\text{new}} = (1 - \gamma) p_{n,k}^{\text{old}} + \gamma p_{n,k}^{\text{from Eqn 5}} \]

The value of \( \gamma \) is a positive number between zero and one. Preferably, the value of \( \gamma \) in this linear combination is set to:

\[
\gamma = \max \left\{ \frac{1}{3}, \frac{2}{3} \right\} \left[ 1 + \frac{E_k}{3 \left( \sum_{l \in N(v_k)} \left( p_{k,l} D_{k,l} \right)^2 \right) (2 p_{n,k} - 1)} \right]^{-1}
\]

Thus, it will be seen that Equation 5 represents the particular case where \( \gamma = 1 \).

Preferably, each updated weight is normalized to ensure that is still a probability, that is, the relationship \( p_{n,k} + p_{k,n} = 1 \) holds.

The update function can be triggered regularly, synchronously, or asynchronously, e.g. when one of the nodes starts to behave differently or out of its usual regime.

Thus, the update function and subsequent steps can be performed when changes occur between the current observations at a node and observations at the node at a previous time, in a periodic manner, or, in a synchronized manner triggered using a global clock or stimulus from the management node.

The update function can also be run iteratively until the calculated weight begins to converge for the given observations and weights.

So, referring to Figure 3, in response to a signal to update node leadership at least in a given vicinity of a network, nodes within a partition exchange their current observation values
\( n_i, k_i \), as well as the vector of weights \( p_{n,i} \) for all edges terminating at nodes \( v_a, v_k \) respectively, steps 30, 31.

Parameters \( D_{n,k}, a_n, b_n \) and \( c_n \) are then calculated by the node, step 32 and these can be used to update the weights \( p_{n,k} \) for each link around a node, step 34.

Once a node has run its update function and determined the weights \( p_{n,k} \) for each link surrounding the node, it can now move to determine whether or not each link should be maintained, step 36. (This need only be done if the weights around a node have changed by a given amount.) This making or breaking of links is only for the purpose of determining whether the node should act as a leader within a group of nodes of a partition and does not otherwise affect their communication.

In the embodiment, the maintenance test determines the effect of setting the weight for each \( p_{n,k} \) and \( p_{k,n} \) for a given link \( \{v_n, v_k\} \) around a node to each of 0 or 1 on the sum of the scaled absolute changes in the pair of inequality measures across each link. In the preferred embodiment, the inequality measure at node \( v_n \) is defined as:

\[
E_n = c_n / (b_n \sqrt{|N(v_n)|})
\]  \( \text{Eq6} \)

Table 2 provides a series of some alternative inequality measures for the weighted observations at node \( v_n \), some being more useful, for example, the Hoyer or Gini measure, than others. To simplify the notation, within the table \( c_k = p_{n,k} D_{n,k} \) and \( c \) (in the Gini measure) is the vector of \( p_{n,k} \) for all \( k' \in N(v_n) \). The convention adopted here is that an increase in the score from any of these functions implies that the inequality of the observed vector is bigger.
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell^0_c, \ell^0_e$</td>
<td>$#{k', c_{k'} = 0}$ or $#{k', c_{k'} \leq \epsilon}$</td>
</tr>
<tr>
<td>$-\ell^1$</td>
<td>$-\left(\sum_{k' \in N(v_n)} c_{k'}\right)$</td>
</tr>
<tr>
<td>$-\ell^p$</td>
<td>$-\left(\sum_{k' \in N(v_n)} c_{k'}^p\right)^{1/p}$, $0 &lt; p &lt; 1$</td>
</tr>
<tr>
<td>$\ell^2/\bar{t}$</td>
<td>$\sqrt{\frac{\sum_{k' \in N(v_n)} c_{k'}^2}{\sum_{k' \in N(v_n)} c_{k'}}}$</td>
</tr>
<tr>
<td>$-\tanh_{a,b}$</td>
<td>$-\sum_{k' \in N(v_n)} \tanh\left((ac_{k'})^b\right)$</td>
</tr>
<tr>
<td>$-\log$</td>
<td>$-\sum_{k' \in N(v_n)} \log(1 + c_{k'}^2)$</td>
</tr>
<tr>
<td>$K_4$</td>
<td>$\frac{\sum_{k' \in N(v_n)} c_{k'}^2}{\left(\sum_{k' \in N(v_n)} c_{k'}^2\right)^2}$</td>
</tr>
<tr>
<td>$-\ell^p_-$</td>
<td>$-\sum_{k' \in N(v_n), c_{k'} \neq 0} c_{k'}^p$, $p &lt; 0$</td>
</tr>
<tr>
<td>$H_G$</td>
<td>$-\sum_{k' \in N(v_n)} \log c_{k'}$</td>
</tr>
<tr>
<td>$H_S$</td>
<td>$-\sum_{k' \in N(v_n)} \hat{c}<em>{k'} \log \hat{c}</em>{k'}$ where $\hat{c}<em>{k'} = \frac{c</em>{k'}}{</td>
</tr>
<tr>
<td>$H'_S$</td>
<td>$-\sum_{k' \in N(v_n)} c_{k'} \log c_{k'}$</td>
</tr>
<tr>
<td>Hoyer</td>
<td>$(\sqrt{</td>
</tr>
<tr>
<td>$pq$-mean</td>
<td>$-\left(\frac{1}{</td>
</tr>
<tr>
<td>Gini</td>
<td>$1 - 2 \sum_{j=1}^{\frac{</td>
</tr>
</tbody>
</table>

For ordered data, $c_{(1)} \leq c_{(2)} \leq \cdots \leq c_{(|N(v_n)|)}$

Table 2

While each of these inequality measures can be used in the maintenance test of step 36 desribed below, some may require adjustments to the update function of equation (5) for example including a weighting to ensure that measures from one node would not necessarily dominate another.

It will be appreciated that in variants of the above described embodiment, calculations of the inequality measures could be performed at various nodes and these calculated inequality measures could be exchanged between nodes, rather than exchanging only the observations and weights as described above.
For the maintenance step 36, the sum of the scaled changes in the pair of inequality measures across each link \( \{v_n, v_k\} \) for \( p_{n,k} = 1 \) and \( p_{k,n} = 1 \) is calculated as follows:

\[
\Delta C_1(n,k) = f \left( \frac{E_n(p_n^* - E_n(p_n^0))}{E_n(p_n^*)} \right) + f \left( \frac{E_k(p_k^* - E_k(p_k^0))}{E_k(p_k^*)} \right)
\]

Eq 7

The sum of the scaled changes in the pair of inequality measures across each link \( \{v_n, v_k\} \) for \( p_{n,k} = 0 \) and \( p_{k,n} = 0 \) is:

\[
\Delta C_0(n,k) = f \left( \frac{E_n(p_n^* - E_n(p_n^0))}{E_n(p_n^*)} \right) + f \left( \frac{E_k(p_k^* - E_k(p_k^0))}{E_k(p_k^*)} \right)
\]

Eq 8

where \( p_n^* = p_{n,k} \) is a vector comprising the updated weights for the links around a node \( v_n \) after Eq 5 has been applied; and \( p_n^* = \begin{cases} p_{n,k} & \text{where } n \neq k \\ x & \text{where } n = k \end{cases} \) is a vector in which the weight \( x \) for a given link \( \{v_n, v_k\} \) is set to 0 or 1 when calculating the inequality measure for a node \( v_n \).

In the preferred embodiment, the function \( f(\cdot) \) of equations (7) and (8) comprises the absolute value function \(|\cdot|\), but equally a squared function such as \((\cdot)^2\) could be used.

The maintenance test comprises determining if \( \Delta C_1(n,k) < \Delta C_0(n,k) \). If so, then the logical link \( \{v_n, v_k\} \) is broken i.e. if the effect of maintaining the link on the inequality measure is less than the effect of breaking the link, the link is broken, otherwise it is maintained.

Once the maintenance test is complete, each node in a network will now have an integer number \( W_n \) of connections to surrounding nodes and each node communicates its number \( W_n \) to each of its neighbours (or just its remaining connected nodes), step 38.

One exemplary and simple mechanism for selecting which of these is to act as leader (and so continue to report or be controlled from a management node), is to determine which node has the highest number of connections \( W_{\max} \), step 40. Thus, if any given node has a highest
number of maintained links in the partition of nodes that it is a member of, it will continue to report to the management node – otherwise, the link will cease to or not act as a leader.

Another scheme which could be employed among a group of nodes between which links have been maintained after step 36 is to determine which of the nodes has the best capacity for reporting back to a management node. For example, if only one node within a group of nodes within a femtocell network has spare capacity on its DSL backhaul, this node could act as leader among connected nodes.

Using the above schemes, it will be seen that leaders can be chosen within a group of interconnected nodes. In order to further aggregate nodes, it is possible to extend the scheme to have leaders communicate with one another in a similar fashion to the scheme above to go through a second round of aggregation (or partitioning). Alternatively, the neighbourhood for a node \( v_n \) could be extended to include not alone nodes directly connected to the node \( v_n \), but perhaps nodes connected via two or more communication links to the node.

Regardless, it will be seen that using the scheme described above, the aggregation and error provided are quantized in that for any given set of observations at any given time, a set number of leaders will be determined i.e. it is not possible to vary the permitted error against the desired aggregation. However, it will be appreciated that the scheme could be adjusted to allow for such tuning.

It will be set that using the above scheme different leaders could be chosen for different sets of observations and also that different management nodes could be chosen for handling reports from different sets of leaders of different observations.

The embodiment has been described in terms of a mesh network most typically involving a network of wireless nodes, possibly base stations which could serve wireless network devices. The invention is equally applicable to an ad hoc network of wireless network devices communicating on a peer-to-peer basis. Equally the invention is applicable to networks in which some or all of the nodes have wired interconnections.
As mentioned above, the dis-similarity measure $D_{n,k}$ can be based on any one or more variables pertaining at nodes of the network at any given time, for example, noise, interference, packet loss, packet delay, jitter, (absolute) temperature.

The invention is not limited to the embodiment(s) described herein but can be amended or modified without departing from the scope of the present invention.
Claims:

1. A method for determining whether a node can represent or be represented by other nodes within a network comprising:

a) receiving (31) at a node \( (v_n) \), respective sets of observations \( (k_i) \) for each node of a partition comprising at least some of the neighbour nodes \( (N(v_n)) \) of said node across respective links \( \{(v_n, v_{k_i})\} \) within said network;

b) for each link, determining (32) a measure \( (D_{n,k_i}) \) of dissimilarly between said sets of observations for a node \( (k_i) \) of said partition and a set of corresponding observations \( (n_i) \) for said node;

c) determining (31) at said node \( (v_n) \), respective inequality measures \( (E_k) \) for each node \( (N(v_n)) \) of said partition, each inequality measure being a function of respective dissimilarity measures \( (D_{n,k_i}) \) and weights \( (p_{n,k_i}) \) for each link between a node \( (v_k) \) of said partition and its neighbour nodes;

d) for each link \( \{(v_n, v_{k_i})\} \) between said node and a respective node of said partition, updating (34) a weight \( (p_{n,k_i}) \) as a function of said dissimilarity measure \( (D_{a,k}) \) and a previous weight for the link;

e) for each link between said node and a respective node of said partition, determining (36) as a function of an inequality measure for said node \( (E_n) \) and said determined inequality measure for said node \( (E_k) \) of said partition whether a link between said node and said node of said partition should be maintained; and

f) determining (40) based on the links maintained by said node, if said node can represent nodes of said partition within said network.

2. A method according to claim 1 further comprising:

sending (30) said current set of observations \( (n_i) \) for said node to each node of said partition.
3. A method according to claim 1 wherein said dissimilarity measure $D_{n,k}$ for a link $\{v_n, v_k\}$ comprises: $D_{n,k} = D_{k,n} = \sum_{l} (n_i - k_i) \log \frac{n_i}{k_i}$, where $n_i$ and $k_i$ are the respective sets of observations for each node of a link.

5. A method according to claim 1 wherein said updated weight for a link $p_{n,k}$ comprises:

$$p_{n,k} \leftarrow p_{n,k} \left( \frac{a_n c_n}{b_n^2} + \frac{a_k D_{n,k} (1 - p_{n,k})}{c_k b_k} \right) + \left( \frac{a_k c_k}{b_k^2} + \frac{a_n D_{n,k} p_{n,k}}{c_n b_n} \right)$$

where

$$a_n = \frac{1}{|N(v_n)|} \left( \sum_{k' \in N(v_n)} D_{n,k'} \right)$$

$$b_n = \frac{1}{|N(v_n)|} \left( \sum_{k' \in N(v_n)} p_{n,k'} D_{n,k'} \right)$$

$$c_n = \sqrt{\frac{1}{|N(v_n)|} \left( \sum_{k' \in N(v_n)} (p_{n,k'} D_{n,k'}) \right)^2}$$

10. A method according to claim 4 comprising the step of providing said updated weight for a link $p_{n,k}$ as a linear combination of the updated weight value and the previous value of the updated weight.

5. A method according to claim 1 wherein said determining whether a link should be maintained includes comparing a first value ($\Delta C_0(n,k)$) on decreasing a weight ($p_{n,k}$) for a link to a minimum value and a second value ($\Delta C_1(n,k)$) for increasing a weight for a link to a maximum value to determine the effect of not maintaining said link from said node.

7. A method according to claim 1 wherein said inequality measure ($E_n$) for a node is a function of the number of neighbours of a node and a weighted mean ($b_n$) or variation ($c_n$) in said dissimilarity measures.
8. A method according to claim 1 wherein said inequality measure \( E_n \) for a node is a function of the number of neighbours of a node, the dissimilarity measures between the node and each of its neighbour nodes and the weights for each link between the node and each of its neighbour nodes.

9. A method according to claim 7 or 8 wherein said inequality measure \( E_n \) for a node comprises:

\[
E_n = c_n \left( b_n \sqrt{|N(v_n)|} \right)
\]

where

\[
b_n = \frac{1}{|N(v_n)|} \left( \sum_{k \in N(v_n)} p_{n,k} D_{n,k} \right)
\]

\[
c_n = \sqrt{\frac{1}{|N(v_n)|} \sum_{k \in N(v_n)} \left( p_{n,k} D_{n,k} \right)^2}.
\]

10. A method according to claim 6 wherein said first value comprises:

\[
\Delta C_0(n,k) = \left| \frac{E_n(p_n^*) - E_n(p_n^0)}{E_n(p_n^*)} \right| + \left| \frac{E_k(p_k^*) - E_k(p_k^0)}{E_k(p_k^*)} \right|
\]

and said second value comprises:

\[
\Delta C_1(n,k) = \left| \frac{E_n(p_n^*) - E_n(p_n^1)}{E_n(p_n^*)} \right| + \left| \frac{E_k(p_k^*) - E_k(p_k^1)}{E_k(p_k^*)} \right|
\]

where \( p_n^* = p_{n,k} \) and \( p_n^x = \begin{cases} p_{n,k} & \text{where } n \neq k \\ x & \text{where } n = k \end{cases} \).

11. A method according to claim 1 wherein step d) is performed only in response to said observations changing by more than a given amount.

12. A method according to claim 1 wherein steps d) is performed iteratively until said weight for a link begins to converge to a given value.

13. A method according to claim 1 further comprising the step of: g) responsive to said node determining it can represent nodes of said partition, communicating with other
representative nodes of said network to determine if said node can represent other representative nodes of said network.

14. A method according to claim 13 wherein said determining if said node can represent other representative nodes of said network comprises performing steps a) to f) with neighbouring representative nodes.

15. A method according to claim 1 wherein said step of determining said inequality measures comprises one of receiving or calculating at said node \( (v_s) \), respective inequality measures \( (E_s) \) for each neighbour node \( (N(v_s)) \) of said node within said network.

16. A method according to claim 1 wherein said weights for each link have a value ranging from 0-1.

17. A method according to claim 1 comprising: responsive to the number of links maintained by said node being greater than the number of links maintained by any node of said partition to which said node maintains a link, determining said node can represent said nodes of said partition.

18. A node within a network operable to communicate with at least one neighbouring node and arranged to operate the method of any previous claim.
Send current observations \( n_i \); and the vector of weights \( P_{ak} \) for all edges terminating at node \( y_n \) to surrounding nodes.

Receive current observations \( k_i \); and the vector of weights \( P_{ak}^\text{out} \) for all edges terminating at node \( y_n \) from surrounding nodes.

Determine \( D_{nk}, a_n, b_n, e_n \).

Update \( P_{ak} \).

Apply maintenance tests.

Communication maintenance results between nodes.

Determine leadership.
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