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Abstract

Voice Over IP (VoIP) is increasingly displacing traditional voice tele-
phony services, but the IP networks that carry the traffic are inherently
prone to delays and losses that impact the voice quality. This thesis ad-
dresses those quality degradations with particular emphasis on wireless
networks.

The scenarios considered in the thesis focus on the two most recent wire-
less access technologies, namely Long Term Evolution (LTE) and Wireless
Mesh Networks (WMNs). These scenarios have in common the unde-
sired effects of call quality degradation when the increased traffic volume
across the network causes congestion. This thesis points out the causes of
the congestion and proposes solutions tailored specially for each wireless
access technology.

The solutions share a common concept, proposed and developed in this
thesis, namely the Intermediate Mean Opinion Score (iMOS). The MOS
is basically a call quality assessment methodology typically performed
at the end-points. The novelty of iMOS resides in the fact that accurate
call quality measurements are performed at intermediate points in the
network rather than in the end-nodes. The iMOS proposed in this thesis
uses the E-Model to estimate the quality of VoIP calls, based on network
performance indicators. Measuring the call quality at intermediate points
is driven by the operators’ intent to guarantee high levels of VoIP quality
of service.

The users’ increased need for wireless access generates an unpredicted
growth of traffic volume, which is directly reflected in the perceived VoIP
call quality. The second part of this thesis addresses this problem and
focuses on developing Call Admission Control (CAC) solutions designed
to support the quality of service for VoIP while maximizing the amount
of traffic allowed to pass through the network.

The iMOS concept and iMOS-based CAC solutions are validated through
extensive simulations of realistic deployment scenarios of LTE femtocells
and WMNs. The results highlight the existence of the call degradation
problems and the proposed solutions are shown to have the capability
of increasing the call quality and call capacity, and protecting against
congestion which causes the undesired call quality degradation.
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CHAPTER

ONE

INTRODUCTION

T he transmission of voice, which has been studied for over 100 years,
is still a highly investigated topic nowadays. In the early days of tele-

phony, transmitting voice implied guaranteed services provided via dedicated
communications mediums called circuits. In parallel with the existence of
the Circuit-Switched (CS) telephony systems, another concept of transmitting
voice emerged – Voice Over IP (VoIP).

VoIP works by converting the human voice into a stream of digital data
which is packetized into Internet Protocol (IP) packets and sent over the net-
work to the other end[s] of the call.

VoIP has seen a rapid increase over the last couple of decades and its
wide adoption made it the strongest candidate in replacing the traditional tele-
phony systems. One of the barriers for VoIP in becoming the killer-application
of the Internet, is the lack in guaranteeing high Quality of Service (QoS) lev-
els from end-to-end. Ironically, the strongest point of Packet-Switched (PS)
networks–the shared medium approach–represents the main reason high QoS
levels can not be guaranteed for, as VoIP packets are not treated differently to
other traffic types by default. When mechanisms are used to prioritize VoIP
traffic, it would be nearly impossible to allocate enough network resources to
guarantee high QoS for all VoIP calls.
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Since the appearance of VoIP, the issue regarding the guaranteeing of QoS
was in the focus of VoIP’s early adopters and since then, many solutions have
been proposed. The ubiquitous solution is to prioritize VoIP packets over
packets belonging to less time-critical applications, such as web browsing.
This has generated the appearance of many standards and protocols, which
are added to the IP protocol stack. However, the prioritization solutions work
only when all forwarding equipment in the data path support the new proto-
cols. This can be achieved in small-scale networks, but not in the ever-growing
public Internet.

The success of IP in wired communications infrastructure has driven its
widespread adoption also in the wireless communications infrastructure. The
majority of the communications over licensed and unlicensed wireless medi-
ums have both embraced the IP as the means of transferring payload. Most no-
tably, the latest cellular technology–Long Term Evolution (LTE)–has adopted
the PS instead of the CS approach used by its predecessors.

In the unlicensed wireless spectrum band, the IEEE 802.11 standard has
seen the widest adoption. It has become so ubiquitous, that virtually all build-
ings, from universities to business offices and especially homes, host at least
one 802.11-based Access Point (AP) serving Internet access to roaming users,
while the Internet is provided to the APs through wired infrastructures. In
order to extend the range of such wireless access networks, some APs can
provide Internet connectivity to other APs, and so on. In this way, a large area
can be covered by relaying Internet connectivity from one AP to another in a
meshed fashion. This kind of wireless access infrastructure in also known as
Wireless Mesh Network (WMN).

Wireless access networks are very attractive for best-effort delivery but time-
critical applications such as VoIP worsen the QoS issue which is even more
exacerbated when VoIP is carried over WMNs. This is mainly due to the large
overhead involved when transporting VoIP packets which are small in size
and are generated very frequently.

Femtocells are similar to 802.11 APs and provide wireless access in the cel-
lular licensed spectrum. Femtocells appeared as a need to increase the overall
system capacity of cellular networks and also to solve coverage issues in ge-
ographical locations where expensive macro towers do not reach. Another
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1.1 Problem Statement

similarity to APs is that femtocells need to be provided with wired connec-
tivity to the cellular core network, which is usually done through the user’s
Internet connection. As there is no guarantee that all nodes in the data-path
are QoS aware, VoIP calls originating or terminating in femtocells can be faced
with quality degradation.

1.1 Problem Statement

The Mobile Network Operator (MNO) associated with the femtocell has no
control over the wired infrastructure backhauling femtocell traffic into its core-
network. This backhaul infrastructure can behave unexpectedly and lead to
VoIP call quality degradation sensed by the end-users, while the MNO may
have no way to knowing the issue exists.

Alternatively, end-users may opt to use 802.11-based APs to carry their
VoIP traffic. However, the wireless medium in this case is not as strictly reg-
ulated as in the case of femtocells, hence interference is a major challenge
in these networks. The interference can be further translated into increased
packet delay and loss ratio which are the main contributors in VoIP call qual-
ity degradation. The degradation is even further exacerbated in the context of
WMNs.

The issues related to the above described scenarios lead to the following
question: How can VoIP call quality be monitored in the context of the latest
wireless access technologies and what solutions can be employed when call
quality degrades?

Furthermore, this thesis investigates issues associated with specific wire-
less access technologies. Specifically:

• What entity in the femtocell backhaul causes the congestion leading to
the quality degradation?

• Which network entity will be enabled to perform quality measurements
and what actions can be taken based on these measurements?

• In WMNs, what specific mechanisms can be used to overcome the neg-
ative influence of the unlicensed wireless access medium?
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1.2 Overview of Proposed Solution

This thesis presents a proposed solution to the issues raised in the previous
section: to find a network entity in the path of the VoIP packets, to perform call
quality measurements there, and to employ a feedback mechanism to correct
potential causes of call quality degradation.

In the case of femtocells, this work leverages the fact that spectrum regula-
tions have imposed a requirement that femtocells should be time-synchronised
with the core-network. This allows any network entity on the path of VoIP
packets to accurately determine the network delay for each packet. The delay
is an important network metric used in the determination of call quality.

This work has identified the Home evolved NodeB Gateway (HeNBGW)
as the network element belonging to the MNO where the call quality should
be monitored. A Call Admission Control (CAC) mechanism is developed to
temporarily block the access of new calls into the system until the quality is
restored. In the case that after employing the CAC mechanism, the call quality
is still low, a new mechanism is developed to request more resources in the
network for the transitory period of low call quality.

In 802.11-based WMNs the component nodes are not time-synchronised
with any other network entity on the path of the VoIP packets and, to al-
leviate this shortcoming, this work proposes a Delay Piggy-Backing Mecha-
nism (DPBM) which enables the WMN gateway to obtain accurate network
delay measurements using the VoIP packets traversing the WMN.

In both cases–femtocells and WMNs–the Mean Opinion Score (MOS) val-
ues are obtained in intermediate nodes. This is different than the traditional
approach where the MOS is obtained at the end-nodes. Using the MOS val-
ues obtained at intermediate nodes is one of the outcomes of this work and is
referred to as the Intermediate Mean Opinion Score (iMOS).

In both investigated deployment cases, an iMOS-based CAC mechanism is
developed to prevent additional calls from being added to the existing ones,
thus preventing the network issue to accentuate its effects over the VoIP traffic.
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1.3 Contributions

The primary contributions of this thesis can be summarised as follows:

• Defining the concept of iMOS - Originally the call quality assessment
methods were used to determine an estimative value of the MOS on
an end-to-end basis. The iMOS is a new concept of MOS, proposed in
this thesis, which enables other network nodes to obtain real time MOS
values of ongoing VoIP calls. The iMOS values can further enable the
development of new mechanisms and strategies that can cope with call
quality degradation. The results obtained by simulating realistic VoIP
deployments, show that the iMOS can be used to isolate network issues
which cause VoIP call quality degradation.

• Development of a CAC and dynamic resource allocation mechanism to
protect femtocell calls in network congestion scenarios - The measure-
ment of iMOS is enabled in the HeNBGW where the quality of ongoing
femtocell calls is monitored. When the quality degrades to a lower level
than pre-established thresholds, the decision to activate CAC is taken.
As this action may not be sufficient to re-establish the quality of ongoing
calls, a request is made to increase the amount of resources in the for-
warding nodes associated with the calls affected by quality degradation.
In the investigated scenario, the network node where the congestion oc-
curred belongs to a different provider than the VoIP service provider.
A number of possible communication ways are proposed in this work
through which the two service providers can collaborate to mitigate the
issues.

• Development of a DPBM in WMNs - The packet delay is an important
factor in the calculation of the iMOS and its measurement is difficult
in situations where the involved nodes are not time-synchronised. This
work proposes a DPBM able to provide high precision in the determi-
nation of packet delay at the WMN gateway. The developed mechanism
also applies to other type of traffic and can be used by a wide range of
mechanisms performing actions such as re-prioritization, re-routing, etc.

• Development of an new enqueueing algorithm based on the Delay
Piggy-Backing Mechanism - The DPBM enables the WMN nodes in
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the path of VoIP packets to prioritise more delayed VoIP packets over
less delayed VoIP packets, thus assuring fair distribution of call quality
among the users of the same WMN. The results show that the difference
of network delay between all calls is minimized, thus closing the gap
between the quality of the best and the worst call.

Following is a list of contributions which support and extend the scope of
the work presented as primary contributions:

• Push-In-First-Out (PIFO) queue implementation in NS3 - The delay-
piggy-backing mechanism uses the concept of PIFO queue in order to
prioritise packets based on their cumulated queueing delay. The imple-
mentation is integrated with the NS3 stack and can be further used in
other experiments where such queues are needed.

• Realistic speech model implementation in NS3 - A set of simulation
experiments are performed in order to validate the proposed solutions.
While the VoIP applications in most simulators use random numbers to
mimic human speech patterns, this work implements an actual human
speech model based on a four state model [6].

• Formula development for considering the human audio recency effect
- An Exponentially Weighted Average (EWA) formula is proposed to
be used in weighting the MOS samples with emphasis on the last 30
seconds of the conversation, which is in relation to the human audio
memory limitation.

1.4 Thesis Outline

Chapter 2 gives the background to the investigated research topic. An overview
on VoIP is presented along with details on the methods used to assess the qual-
ity of VoIP calls. A detailed description of the femtocell network architecture
is given followed by the description of 802.11-based WMNs and VoIP issues
over WMNs.

Chapter 3 presents a literature review discussing existing methods used
in assessing VoIP call quality and other solutions regarding the usage of CAC
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in the context of VoIP. A review of the solutions developed by other works
aimed at increasing the VoIP capacity in a given shared network environment
is presented towards the end of the chapter.

Chapter 4 describes in detail how to obtain the iMOS in the context of
femtocell and WMN deployments. For each of the deployment scenarios, a
complete set of simulation results is used to validate the accuracy and useful-
ness of the iMOS concept.

Chapter 5 presents two iMOS-based CAC solutions proposed in the con-
text of femtocell and WMN deployment. In a Digital Subscriber Line (DSL)-
backhauled femtocell deployment scenario, the possible bottleneck of the ar-
chitecture is pointed out and a solution involving the HeNBGW employing a
CAC and resource allocation mechanism is detailed. In a WMN-backhauled
femtocell deployment scenario, the benefits of employing a delay piggy-backing
mechanism are highlighted in the context of obtaining an accurate iMOS mea-
surement based on which a mechanism takes CAC decisions.

Chapter 6 concludes this thesis with a summary of the solutions proposed
and their corresponding results, followed by a discussion of potential future
work.
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CHAPTER

TWO

BACKGROUND

T his Chapter will introduce the various elements of background information that
are required to enable the reader to fully understand the contributions of this

thesis.

2.1 VoIP

Voice Over IP (VoIP), also known as Internet telephony or Internet Proto-
col (IP) telephony, is a concept referring to transmitting voice over Packet-
Switched Networks (PSNs), such as the Internet. In comparison, typical tele-
phony is carried over Circuit-Switched Networks (CSNs) such as the Public
Switched Telephone Network (PSTN).

VoIP involves using a VoIP-enabled device or a VoIP computer program
running on a Personal Computer (PC) or a mobile phone. The acoustic voice
signal is captured by the microphone and transferred to a voice codec which,
at the sender side, has the role to sample the raw analogue audio signal and
transform it into a digital stream of data which is further sent to be encap-
sulated as payload into IP packets. At the receiver side, the codec’s role is
reversed; the payload received into IP packets is extracted and combined into
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2.1 VoIP

a digital stream of data which is converted back to an analogue signal and
transferred to a speaker.

VoIP is among the oldest application designed for PSNs. The first men-
tion of transporting voice over PSNs was done in the Network Voice Proto-
col (NVP) in 1973 by the Advanced Research Projects Agency (ARPA) [7].
Interestingly, the idea of VoIP preceded the protocols making VoIP possible
nowadays, such as User Datagram Protocol (UDP) (1980) [8], IPv4 (1981) [9],
H.323 (1996) [10], Real-Time Transport Protocol (RTP) (1996) [11] and Session
Initiation Protocol (SIP) (1999) [12].

From a service provider perspective, the evolution of VoIP has passed
through at least three phases:

• Business solutions: VoIP was initially regarded as a solution for com-
panies to decrease the cost of maintaining the networking infrastructure
by eliminating the PSTN-like internal network and using only the data
infrastructure for both data and voice communications. The connection
with the PSTN is made through the company’s VoIP Private Branch Ex-
change (PBX). In this case VoIP is confined to the boundaries of the
company’s physical network.

• Closed service domain: Skype [13] was among the first to provide VoIP
services over the Internet, and chose to use a distributed system based on
a peer-to-peer protocol. Skype aims at the large public offering Skype-
to-Skype calls for free. However, in order to place a call with a phone
number in the PSTN, a fee is applied. Hence, the users are not limited
by the boundaries of a network but by the service provider’s domain.

• Federated VoIP: typically an Internet domain is used to provide access to
webpages or hosting e-mail addresses. Federated VoIP adds functional-
ities such as VoIP. Similarly to e-mail, federated VoIP needs a dedicated
server addressable on that domain. Additionally, the protocols used by
federated VoIP are also used to provide communication services like
video chat, conferencing, text chat and shared desktop. While the first
two types of solutions are somehow limited by either the network or
the domain, the federated solution crossed the limitations by enabling a
plethora of inter-domain communication services.

9
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2.1.1 VoIP Transport

Transporting voice on PSNs involves many technologies, ranging from signal
processing to time-sensitive packet transport protocols. The key aspects of
such technologies used by this work are highlighted below.

2.1.1.1 VoIP codecs

Human speech represents changes of the local air pressure in the surrounding
atmosphere. In all voice transmissions, these changes are captured by a mi-
crophone and transformed into an analogue electrical signal. Any analogue
signal has in theory infinite bandwidth, but in practice the bandwidth is lim-
ited using filters. The majority of information within human speech can be
found in the 100Hz to 4000Hz band. Signal sampling is required in order to
transform the analogue signal into a digital data stream. In signal theory, the
Nyquist rate [14] specifies that the minimum sampling rate required to avoid
aliasing should be equal or bigger than twice the bandwidth of a band-limited
signal. Thus, for human speech a usual sampling rate is 8000Hz.

In VoIP, the conversion between analogue and digital domains is done
by COders/DECoders (Codecs). A large variety of codecs exists with the
main differences between them being the level of compression, bandwidth
efficiency, and speech quality. These features require extra processing time at
either the coder or decoder side, so that the more complex codecs increase
the mouth-to-ear delay of the audio signal. However, this amount of time
delay is rather insignificant for human perception. The extra time needed for
processing is named look-ahead delay.

The concepts of frame and look-ahead delay are present in complex codecs
which use compression and Table 2.1 shows the most known audio codecs
used in VoIP. Most of the VoIP codecs sample the audio signal at 8000Hz with
the exception of Adaptive Multi-Rate Wide-Band (AMR-WB) which samples
at 16000Hz; the AMR-WB is considered to be an high definition codec due to
its high sampling rate. Table 2.1 also shows that the bitrate of the codecs can
range from 4.75kbps for Adaptive Multi-Rate Narrow-Band (AMR-NB), which
is very small, to 64kbps for G.711. As such, a frame is composed of multi-
ple samples which are transformed by a compression algorithm into smaller
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Table 2.1:
Comparison of VoIP Codecs

Codec Sampling Bitrate Frame size MOS
+ look-ahead

(kHz) (kbps) (ms)

AMR-NB 8 4.75 ... 12.2 20 + 5.0 4.14
AMR-WB 16 6.6 ... 23.85 20 + 5.0 4.30
G.711 (PCM) 8 64 0.125 + 0.0 4.30
G.723.1 8 5.3, 6.3 30 + 7.5 3.65
G.726 8 16 ... 40 0.125 + 0.0 3.85
G.729 8 8 10 + 5.0 3.92
GSM FR 8 13 20 + 2.5 3.50
GSM EFR 8 12.2 20 + 2.5 3.80
iLBC 8 15.2 20 + 5.0 4.14

number of bytes needed to encode the digital data. The frame size in Table 2.1
refers to the time duration of the audio signal included in one frame. G.711
and G.726 are codecs which do not use compression, thus the frame concept
does not really apply and the corresponding frame size values are actually the
amount of time captured in one sample period. As no compression is used
by G.711 and G.726 there is no look-ahead delay. The far-most right column
shows the maximum achievable VoIP call quality which is graded using the
Mean Opinion Score (MOS) scale.

G.711 Pulse Code Modulation (PCM) [15] is probably one of the most well
known codecs used in many audio applications and it is the main codec used
in the PSTN. No compression is used and its data rate is constant during audio
transmissions. One of the most popular codecs using compression is G.729
[16]. The bandwidth used by G.729 is smaller than the bandwidth used by
G.711, however due to inter-frame dependencies introduced by the encoding
algorithm, G.729 and similar codecs are prone to packet loss.

Voice codecs can be made more bandwidth efficient by employing Voice
Activity Detection (VAD) algorithms [17]. VAD is an algorithm used by the
codec to determine when the microphone captures actual speech or only back-
ground noise. When the VAD algorithm determines there is only background
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noise, the codec will output very small-sized packets basically informing the
other party to play background noise, thus reducing the usage of network
bandwidth during silent periods.

2.1.1.2 VoIP Transport Protocols

Further is presented how the captured voice samples combined into voice
frames are transported over PSNs.

Transmission Control Protocol (TCP) [18] is the most widespread trans-
port protocol used in PSNs. One of the primary features of TCP is guaranteed
delivery by using receipt acknowledgement reports sent by the destination
party of a transmission, back to the sender. If packet loss occurred during
the transmission, the lost packets are re-transmitted thus guaranteeing the
integrity of the transmitted data. Another important feature of TCP is its
algorithm used to prevent network congestion by dynamically adjusting the
transmission throughput. TCP’s features can lead to relatively large transmis-
sion delays and this is not desired for real-time applications, such as VoIP.

UDP [8] is another widespread transport protocol used by applications
where the timely delivery of data is more important than its integrity. Lost
packets are not re-transmitted and the destination of the packets does not send
receipt acknowledgements. Commonly VoIP and Internet Protocol TeleVision
(IPTV) fall in the category of applications using UDP as transport protocol.

Real-Time Transport Protocol (RTP) [19] is a protocol used to uniquely
identify a media stream. RTP headers are attached to media packets and
contain sequencing information in order to help the destination application
rebuilding the data-stream.

Real-Time Control Transport Protocol (RTCP) [19] is the sister protocol of
RTP. RTCP provides statistics and control information about the RTP flow it is
associated with. The statistics include information such as packet count, lost
packet count, Round Trip Time (RTT), and jitter. This information can be used
by the real-time applications to adapt the parameters of the media stream to
network conditions. Such adaptations may include changing the audio codec
or the rate at which the content is being transmitted.
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The RTP headers extracted from VoIP packets are used by the E-Model in
the calculation of the MOS. A complete description of the MOS calculation
process is made in Section 2.1.2.

2.1.1.3 VoIP Traffic Metrics

There are four basic traffic metrics that are widely used by the majority of the
Quality of Service (QoS) protocols:

• Bandwidth is the amount of traffic (measured in bits) that traverses a
point of the network in a given period of time (measured in seconds);
the bandwidth is thus measured in bits per second (bps).

• One-way-delay is a measure of the end-to-end packet delay as defined
by Almes et al. [20] and is comprised of a number of delay factors occur-
ring at each node involved in the delivery of the packet:

– Processing delay is the time needed by the network equipment
to process the packet’s headers and determine the next required
packet action, e.g. the next hop. Another delay due to process-
ing occurs upon packet reception at the physical layer when the
received packet is checked for transmission errors.

– Transmission delay is the time required for a sending source to
push all the bits of the packet onto the transmission medium; it is
tightly correlated with the data-rate of the link.

– Propagation delay is the time spent by the bits of a packet travers-
ing the propagation medium such as copper wires, optical fibre, or
the ether.

– Queueing delay is the time spent by a packet in the outgoing queue
of a node waiting for the transmission medium to become available.

• Jitter is the variation of the packet delay between a particular set of
packets belonging to the same packet stream and is described in detail by
Demichelis and Chimento [21]. The variation can occur due to changes
affecting the network, such as alternative routing or congestion.
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• Loss is the proportion of packets sent by the source but not received at
the destination and is typically measured as a percentage of number of
packets lost over the total number of packets sent as defined by Almes
et al. [22]. One of the main causes of packet loss is queue overflow;
this occurs when the outgoing queue is full at the time of packet arrival.
Packet loss can occur also in wireless environments where the propaga-
tion medium may suffer from poor transmission conditions caused by
channel interference.

All these traffic metrics–bandwidth, one-way-delay, jitter, and loss–are de-
fined by the Internet Engineering Task Force (IETF) which is an organization
developing and promoting Internet standards.

Some of the possible types of applications enabled by the PSN and the
associated requirements in relation to the metrics discussed above are shown
in Table 2.2. It can be seen that VoIP imposes the most strict requirements in
terms of one-way-delay, jitter, and loss, but as shown in Table 2.1 the band-
width requirements for VoIP are low. A streaming traffic type implies that
there is no rate control, regardless of the network state, whereas an elastic
traffic type adapts its rate to match the network condition. In other words,
the two traffic types are characterised by UDP and respectively TCP type of
traffic.

Table 2.2:
QoS Requirements per Application (L=Low, M=Medium, H=High)

Application Bandwidth Delay Jitter Loss Type

VoIP L H H H Streaming
Video Conference H H H M Streaming
Streaming VoD H M M M Streaming
Streaming Audio L M M M Streaming
E-Mail L L L H Elastic
File Transfer M L L H Elastic
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2.1.1.4 VoIP QoS Protocols

The delivery of demanding applications such as the VoIP and video conferenc-
ing in Table 2.2 needs to satisfy expectations. The objective of QoS protocols
is to ensure that the specified traffic metrics are maintained within acceptable
boundaries.

IETF have been mainly involved in the development of protocols designed
to provide guaranteed QoS levels, as follows:

• Resource ReSerVation Protocol (RSVP) [23, 24] is a protocol used to carry
the reservation request initiated by an application in need for guaranteed
resources. The request is carried along the path within the network
and each node attempts to meet the specification of the request. RSVP
is used by a few of the QoS control architectures such as Integrated
Service (IntServ), Differentiated Services (DiffServ), and Multiprotocol
Label Switching (MPLS).

• IntServ [25] is an IETF standard designed to provide fine grained flow-
based QoS control of traffic within a network. IntServ defines a set of
functions used by the nodes in a network to manage per-flow traffic in a
coordinated fashion.

• DiffServ [26] is another IETF protocol designed to provide QoS guaran-
tees per-packet. As such, the Differentiated Services Code Point (DSCP)
field of the IP header is used to differentiate traffic into different cat-
egories. Each node on the path prioritizes packets belonging to cer-
tain classes over other classes in order to minimize the delay for time-
sensitive applications, such as VoIP.

• MPLS [27, 28] is an IETF standard which attempts to mimic the be-
haviour of CSNs in PSNs. Functionally, MPLS works by attaching labels
to packets which are interpreted by the routers as QoS requirements
which further can be translated into selecting a shorter routing path for
time-sensitive applications.
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2.1.2 VoIP Call Quality Assessment

The International Telecommunication Union-Telecommunication Standardisa-
tion Sector (ITU-T) report P.800 [29] introduced a scoring system to assess the
quality of a speech that has been transmitted via telephone lines. The score
ranges from 1 to 5 as shown in Table 2.3. Traditionally when human test sub-
jects are involved in grading a speech’s quality using this scale, the result is
the Mean Opinion Score (MOS).

Table 2.3:
MOS scale for subjective assessment

Quality MOS Impairment

Excellent 5 Imperceptible
Good 4 Perceptible but not annoying

Fair 3 Slightly annoying
Poor 2 Annoying
Bad 1 Very annoying

Three different methods are available for determining the MOS of a voice
call:

• Subjective (S): human subjects are involved in grading the speech’s qual-
ity;

• Objective (O): does not involve humans to assess the speech but uses an
objective model to predict the speech quality based on the differences
between the original and the received speech signal;

• Estimative (E): uses a model which considers communication transmis-
sion factors, whereas neither the original nor the received signal are con-
sidered.

The accuracy of Subjective MOS scores is high as the assessment is done by
human subjects by averaging the scores reported by all participants. The major
limitation in this case is the scarce availability of human subjects. The process
has high cost and obviously cannot be performed in real time. Therefore
objective and estimative methods have been developed.
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The most popular model for objective speech assessment is Perceptual
Evaluation of Speech Quality (PESQ) (ITU-T P.862 [30]). A reference audio
sample is injected into a telephone network and the output is recorded. The
PESQ methodology compares the reference and the recorded output and the
results of the comparison is directly related to the quality of the transmission.
Similar to the subjective assessment, the objective assessment can not be used
in real-time. These two methods do not capture the influence of the network
parameters, such as delay, jitter, and loss, on the speech quality. As previously
shown, VoIP quality is correlated with the traffic metrics mentioned above,
thus a different method has to be used in order to assess the VoIP quality.

2.1.2.1 The E-Model Algorithm

The most popular estimative model is based on transmission parameters and
is the E-Model (ITU-T G.107 [31]). The E-Model algorithm is an ITU-T stan-
dardised computational model for subjective call quality assessment [31]. It is
widely accepted as an accurate tool for transmission network planning. The
E-Model operates under the assumption that perceived quality impairments
are additive. By combining both codec and network impairments, it produces
the Transmission Rating Factor (R) (Equation 2.1).

R = R0 − Is − Id − Ie_e f f + A (2.1)

Equation (2.1) is comprised of following elements:

• R0 represents the signal-to-noise ratio obtained by considering the circuit
and room noise;

• Is is a combination of all impairments which occur more or less simulta-
neously with the voice signal, such as quantization or loudness level;

• Id represents the impairments caused by the delay of voice signals such
as talker echo, listener echo, and absolute signal delay (mouth to ear
delay);

• Ie_e f f represents the impairments caused by low bit-rate codecs and
packet loss;
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• A is the advantage factor and represents the user’s willingness to accept
lower call quality in exchange for the advantage of access.

Equation (2.1) takes into account many of the traditional telephony param-
eters which cannot be measured in a VoIP call such as R0 and Is. One of the
first studies on the E-Model with emphasis on voice transmitted over PSNs
was done by Clark et al. [32]. Clark et al. made the observation that many of
the E-Model parameters can be assumed using the default values as specified
by [31]. As such, the difference R0 − Is takes the effective value of 94 and
Equation (2.1) takes the following form:

R = 94− Id − Ie_e f f + A (2.2)

The E-Model is called upon the receipt of every VoIP packet. It is known
that the accuracy is low for the R values obtained from the first arrived VoIP
packets. This is influenced by the low measurement accuracy of packet loss
and jitter, which are metrics based on the link between consecutive packets.

The actual NS-3 implementation of the E-Model used in the simulations
carried out in this work, is presented in Appendix A.1. The remaining terms
of Equation (2.2) are detailed below.

2.1.2.2 A

The advantage factor A is the only additive parameter in the E-Model’s for-
mula. A represents the user’s willingness to accept lower call quality in com-
pensation for being able to place calls in unusual circumstances, for example
being in a remote geographical area.

Based on information found in the E-Model [31], Table 2.4 shows the max-
imum values A can take depending on the call use-case. Further details on
how A’s values will evolve, based on the technological progress in telecom-
munications, is presented in [33].
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Table 2.4:
Recommended values for the Advantage Factor

A Type of Communication System

0 Wired connections (e.g. PSTN)
5 Low speed mobility (e.g. indoors)

10 High speed mobility (e.g. vehicle)
20 Remote areas (e.g. multi-hop satellite connection)

2.1.2.3 Id

Id is related to the impairments caused by the delay between the time when
the sound is injected in the communications system and the time it reaches the
end-point where it is played out. In telephone systems this delay is usually
called mouth-to-ear delay.

In addition to the network delay described in Section 2.1.1.3, there are two
more delays introduced in VoIP calls:

• Coding/Packetization delay – is the delay introduced at the source of
the VoIP packets by the codec; it represents the time needed to perform
the conversion of the analogue signal into digital, the look-ahead delay,
and the time needed to compose the VoIP packet.

• Decoding/Jitter Buffer Delay – is the delay introduced at the destination
of the VoIP packets by the decoder in order to decompose the VoIP pack-
ets and extract the payload, decode the payload into audio samples, and
eventually the waiting time imposed by a de-jitter buffer; the de-jitter
buffer is acting like a queue for audio samples with the aim on reducing
the influence of network delay variation on the play-out quality.

The ITU-T recommends a total mouth-to-ear delay lower than 150ms [31],
in order to preserve interactivity in a duplex phone call. Values higher than
150ms start to degrade the call quality, making interactivity impossible for
values above 400ms.
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2.1.2.4 Ie-eff

Ie_e f f is reflecting the effect of packet loss on the voice quality. For some of
the lower rate codecs which introduce inter-packet dependencies the effect of
the packet loss is exacerbated. In the E-Model this is denoted with Ie. Typical
values of Ie for three of the most used codecs are: 0 for G.711, 11 for G.729,
and 5 for AMR-NB.

Some codecs have a feature called Packet Loss Concealment (PLC) which
is an interpolation process used to artificially reconstruct lost packets using
previous and later audio content. In the E-Model this codec feature is captured
by the Bpl factor. Typical values for Bpl for three of the most used codecs are:
4.3 (without PLC) or 25.1 (with PLC) for G.711, 19 for G.729, and 10 for AMR-
NB.

Finally, the Ie_e f f can be calculated as a combination of Ie, Bpl, and per-
centage packet loss (Ppl)[31]:

Ie_e f f = Ie + (95− Ie) ·
Ppl

Ppl + Bpl
(2.3)

2.1.2.5 R to MOS

Based on subjects’ involvement in the actual speech, there are three situations
possible:

• listening-only (L), when the subjects assess the speech coming out from
the speaker;

• talking (T), when the subjects grade the talking side only, which for
example can be influenced by the echo signal;

• and conversational (C), when subjects are involved in an active conver-
sation.

In order to obtain the MOS for the Estimated Conversational speech Qual-
ity (MOSCQE), a conversion formula is provided in [31] which converts R
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values to MOS:

MOSCQE =


1 if R < 0,

1 + 0.035 · R + 7 · 10−6 · R(R− 60)(100− R) if 0 ≤ R ≤ 100,

4.5 if R > 100.
(2.4)

The conversion from R to MOS is also given in Table 2.5 where the quality
categories are divided into steps of 10 on the R scale in the range from 50 to
90 (lower limit).

Table 2.5:
R to MOSCQE correspondence for estimative assessment

R-value MOS User
(lower limit) (lower limit) Satisfaction

90 4.34 Very satisfied
80 4.03 Satisfied
70 3.60 Some users dissatisfied
60 3.10 Many users dissatisfied
50 2.58 Nearly all users dissatisfied

Figure 2.1 depicts the influence of the delay on the MOS for three of the
most used codecs for VoIP. It can be seen that the lower the codec’s rate, the
lower its MOS is (confirmation from Table 2.1).

Figure 2.2 depicts the influence of the packet delay variation or jitter, on
the MOS for the same three codecs. The same order between the codecs is
maintained as in Figure 2.1.

Figure 2.3 depicts the influence of the packet loss on the MOS for the same
three codecs with the difference that G.711 can be used with its PLC feature
enabled or disabled. Here the trend changes compared to the trend presented
for the delay and jitter. Specifically, G.729 performs better than AMR and
G.711 without PLC (Bpl=4.3) given the fact that G.729 is a very low rate codec.
However, G.711 with PLC (Bpl=25.1) outperforms the other codecs when its
PLC feature is enabled.
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2.1.3 Speech Model

It is not feasible to test the call quality of a phone conversation using human
subjects, as this solution is not scalable. As a consequence of this limita-
tion, the conversations have to be either simulated or synthesised in test-beds.
For testing Variable Bitrate (VBR) codecs such as AMR and G.729, the VoIP
packet traffic pattern–and consequently the call quality–is highly influenced
by the human conversation pattern. The conversation model from ITU-T’s
P.59 report [6] mimics the pattern of a conversation between two humans.
This model improves the accuracy of the results obtained from tests where
realistic conversations are needed.

Figure 2.4 is an example of a 50 seconds full-duplex conversation based on
the ITU-T’s conversation model. The model is a four state transition model;
the states are: Single Talk1 (A-talking, B-silence), Single Talk2 (A-silence, B-
talking), Double Talk, and Mutual Silence. The period length of a state and the
probabilities determining which state to change to, have been extracted from
actual human conversations. This model was implemented and incorporated
into the network simulators used in this work, in order to generate realistic
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Figure 2.4: Conversation Model from ITU-T/P.59

speech activity for full-duplex VoIP calls.

The actual NS-3 implementation of the ITU-T P.59 speech model is pre-
sented in Appendix A.2.

2.2 Femtocell Networks

Typically in cellular communications the wireless link is provided to the User
Equipment (UE) by a cell-tower deployed in the area where the user roams.
The range of the cell-tower can cover an important area and the transmission
power is high enough to penetrate walls in order to provide indoor service
coverage. However, the indoor service suffers because of the signal attenuation
caused by the building. One possible solution to that is deploying the cellular
antenna indoors and reducing its transmission power. Although in the early
days of cellular communications this solution remained at the concept stage,
nowadays such solution exists and is commonly known under the term of
femtocell.

Femtocells are small-range, fully-featured, low-power cellular base sta-
tions. Typically femtocells are deployed for home or small-office usage. Com-
pared to macro-towers, femtocells have:

• shorter range, typically tens of meters;
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• lower transmission power;

• lower energy consumption;

• lower number of served users, typically around ten users simultane-
ously;

• the backhaul is provided by the user, and is typically out of the femtocell
service provider’s control.

Historically the femtocell concept was revealed by Alcatel in 1999 and 3
years past until Motorola built the first prototype of a Third Generation (3G)
home base station in 2002. In 2003 picoChip1 created the first commercial 3G
chipset which was used a year later by Ubiquisys2 and 3Way Networks3 to
build commercial 3G home base stations. It was in 2005 that the term femtocell
was first used instead of home base station. The femtocells were the main focus
of the 3GSM conference in 2007 and 2008. Although femtocells were available
since 2004, only in 2008 Sprint USA4 commercialised these for the public.

It is important to see the femtocells in the context of cellular standards
for a better overview on the subject. As such, the first generation of cellular
communications used analogue signals and was followed by the digital cellu-
lar system of the second generation of cellular communications. The Global
System for Mobile Communications (GSM) is among the well known digital
cellular systems developed in Europe by the European Telecommunications
Standards Institute (ETSI). The 3G standards comply with the International
Mobile Telecommunications-2000 (IMT-2000) specifications developed by the
International Telecommunication Union (ITU). Among the deployed 3G com-
pliant systems the Universal Mobile Telecommunications System (UMTS) and
Code Division Multiple Access 2000 (CDMA2000) systems are the best known.
The UMTS system uses the Wideband Code Division Multiple Access (WCDMA)
air interface in Europe and Time Division-Synchronous Code Division Mul-
tiple Access (TD-SCDMA) in China, and the CDMA2000 system uses Code
Division Multiple Access (CDMA) and Interim Standard 95 (IS-95). The 3G
standards improved the data access for mobile clients to packet access. High

1www.picochip.com
2www.ubiquisys.com
33Way Networks was acquired by Airvana - www.airvana.com
4www.sprint.com
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Speed Downlink Packet Access (HSDPA) and High Speed Uplink Packet Ac-
cess (HSUPA) were developed to offer data access at 21 Mbps for downlink
and respectively 11 Mbps.

Fourth Generation (4G) improved the 3G system, by bringing enhance-
ments to the UMTS system architecture and changes to the air interface.
Specifically the new architecture is shifting from its CSN behaviour to a PSN
behaviour. This shift transformed circuit-switched voice calls into VoIP calls.
This new cellular system is commonly known as Long Term Evolution (LTE)
and its architecture was designed with higher emphasis on the packet access
as can be seen in the following section.

2.2.1 LTE Architecture

The LTE architecture diagram is depicted in Figure 2.5, as described by the
3rd Generation Partnership Project (3GPP) in their Release 8. The architecture
can be split into three domains:

Figure 2.5: LTE Architecture

• User Equipment (UE): is comprised of the mobile devices enabled to
work on the LTE-Uu interface connecting the UE to the evolved NodeB
(eNB); the LTE standard changed the characteristic of the air interface
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from WCDMA to Orthogonal Frequency-Division Multiple Access (OFDMA)
for the downlink and Single-Carrier Frequency-Division Multiple Ac-
cess (SC-FDMA) for the uplink;

• Evolved Universal Terrestrial Radio Access Network (E-UTRAN): is
composed only form the eNBs to which the UEs connect. An eNB, is the
basestation, or cellular tower, covering a relative large area with cellular
connectivity.

• Evolved Packet Core (EPC): is comprised of multiple entities responsi-
ble for the overall control of the UEs:

– the Mobility Management Entity (MME) performs the processing of
the control messages flowing between the UEs and the EPC. Here
the establishment, maintenance and release of the bearers is han-
dled together with performing security management of the connec-
tions.

– the Home Subscriber Server (HSS) is maintaining the information
about the user’s subscription such as the QoS profile and the Packet
Data Networks (PDNs) the user can connect to.

– the Serving Gateway (S-GW) is the anchor-node for data services
provided to UEs moving between eNBs. In addition, the S-GW
performs the administrative function of collecting information for
billing and lawful interception.

– the PDN Gateway (P-GW) is the entity responsible with the alloca-
tion of IP addresses for the UEs and also for performing filtering of
downlink data into different QoS bearers.

– the Policy and Charging Rules Function (PCRF) is responsible for
taking decisions related to policy control and also for controlling
the flow-based charging functionalities of the Policy and Charging
Enforcement Function (PCEF) (not shown) residing on the P-GW.

2.2.2 LTE Femtocell Architecture

Figure 2.5 described the LTE architecture and Figure 2.6 shows the position
of the LTE femtocell in the LTE architecture. In 3GPP parlance, the femtocell
is referred to in the LTE standard by Home evolved NodeB (HeNB) which
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Figure 2.6: LTE Femtocell Architecture

is a term evolved from the previously used Home NodeB (HNB) in UMTS
femtocells.

In Figure 2.6 the UE can connect to either the HeNB or eNB usually based
on a strongest signal criteria. When connected to the HeNB the user typically
notices an increase of the received signal strength. However, what the user
does not necessarily notice, is the fact that the backhaul changed.

The HeNB requires to be provided with an Internet connection usually
available at the user’s premises. Since this type of backhaul is considered to
be insecure for sensitive communication, such as voice calls, the LTE standard
requires this communication to be done through a secure tunnel. As such, an
IPsec tunnel is established between each HeNB and the Home evolved NodeB
Gateway (HeNBGW) in order to securely transfer the data or voice packets
between the UEs and the EPC.

The IPsec tunnel is terminated at the HeNBGW which is the entry point
into the EPC. The HeNB traffic can be split in two main categories: the user-
and the control-plane. From the HeNBGW the control-plane traffic is for-
warded to the MME over the S1-MME interface, and the data-plane traffic is
forwarded to the S-GW over the S1-U interface. For Internet access the S-GW
routes the uplink requests over the S5 interface to the P-GW which further
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forwards them over the SGi interface to the PDN. The downlink traffic flows
in the reverse order to the uplink traffic.

The LTE femtocell protocol stack of the user-plane is depicted in Figure
2.7. The UE encapsulates the payload from the application into IP packets and
forwards it down the stack to the layers specific to the LTE-Uu interface. The
packets are further sent over the wireless channel to the HeNB from where
the packets are treated as normal IP packets. These are securely sent on the
S1-U interface over the Internet to the S-GW in the EPC.

The application which is enabled to transmit and receive packets using
the protocol stack described above can be any application residing on the UE.
Typically such application is in the category of communication applications,
such as e-mail, web-pages, video content, audio content, etc. The main ap-
plication though is the call application, which is used by the user to place
voice calls. The application uses a codec which works as described in Section
2.1.1.1 to obtain the voice in a digital format suitable for network transmis-
sions. The support of the Adaptive Multi-Rate (AMR) codec is a requirement
in the current LTE standard.

Figure 2.7: LTE Femtocell User-Plane Protocol Stack

The LTE femtocell protocol stack of the control-plane is depicted in Figure
2.8. Similarly to the user-plane, the control-plane communicates with an entity
in the EPC, i.e. the MME. The payload in this case is comprised of signalling
messages between the UE and the EPC described by the Non Access Stratum
(NAS) protocols [34].
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Figure 2.8: LTE Femtocell Control-Plane Protocol Stack

Figure 2.6 shows the LTE femtocell architecture where the UE sends and
receives traffic via the HeNB by traversing a backhaul network placed between
the HeNB and the HeNBGW. This backhaul network is typically a part of the
Internet as the user plugs the HeNB to the Internet connection provided by an
Internet Service Provider (ISP). However, when the user accesses the Internet
services via the HeNB, the traffic thus generated has to traverse the EPC. It is
obvious that traversing the Internet to reach the EPC in order to have access
to the Internet is not optimal from a few points of view:

• User’s view: the user already pays the Internet bill and it would be
unreasonable to pay again for the Internet access when using the HeNB;
this is usually solved by the subscription type which instructs the PCEF
not to charge the user for data access when using the HeNB. However,
sending all traffic thought the EPC can only increase the latency on the
IP services.

• HeNB provider’s view: data services are charged when the user is con-
nected to the eNodeB, but not charged when using the HeNB; still EPC
resources are used to serve the user, and no revenue is made.

In order to alleviate the issues described above Zdarsky et al. [35] have
proposed a modified LTE femtocell architecture in which a new network en-
tity can be deployed to proxy some functionalities of the EPC locally, more
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close to the location where the femtocells are deployed. Zdarsky et al. target
the enterprise use-case where multiple femtocells can serve an entire office-
building. Their proposed architecture is depicted in Figure 2.9. It can be seen
that two of the EPC functionalities have been proxied to the new entity called
Local Femto Gateway (LFG):

• The proxy MME intercepts and manipulates signalling messages on the
S1-MME interface and controls the proxy S-GW function. In this way,
mobility can be handled locally thus offloading the EPC from having to
handle mobility events caused by in-building roaming.

• The proxy S-GW intercepts the data traffic flowing on the S1-U interface
and re-routes some of the flows to the local IP services or directly to the
Internet.

Figure 2.9: LTE Local-Femto Architecture

2.2.3 Femtocell Backhaul

Based on the connection type, the femtocell backhauls can be divided in wired
and wireless backhauls. Wired backhaul links are provided to femtocells de-
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ployed in residential premises of Small Office/Home Offices (SOHOs). Wire-
less backhaul links are provided to femtocells deployed in a variety of cases,
such as very remote areas, where a physical link could not reach, e.g. tropical
forests.

Following are the best known and widely deployed wired backhauls:

• Digital Subscriber Line (DSL): is an Internet access technology built on
the infrastructure which was already deployed to provide fixed tele-
phony services.

• TV cable: is another Internet access type built on the infrastructure used
by the TV service providers. The speeds of these type of connections are
higher than the speeds achievable via the xDSL infrastructure.

• Fiber To The Home (FTTH): is an Internet access technology based on
optical communications. Typically the optical fibre reaches only the dis-
tribution points placed close to user premises. Copper-wired connec-
tions, such as Ethernet cables, are further used for the last few meters
needed to reach the user’s home router.

While the wired backhaul solutions are mainly used for home and SOHO
deployments, the wireless backhaul solutions are gaining momentum. Various
opportunities and use-cases started to emerge as the commercialization of
femtocell reached enough maturity.

The wireless backhaul solutions can be terrestrial or satellite-based. The
terrestrial backhauls can be also split in two main categories based on the
frequency range:

• Non Line-of-Sight (NLOS): wireless communications, when there is no
line-of-sight between the sender and receiver, are possible in bands allo-
cated at frequencies lower than 6 GHz; this category includes standards
such as 802.11a/b/g and WiMAX.

• Line-of-Sight (LOS): when the frequency is higher than 6 GHz, material
absorption is nearly 100% hence the antennas have to be in the line-of-
sight of each other to be able to communicate.
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The satellite backhaul solutions have become more available due to a de-
crease in usage price. As such, a satellite connection can be used to provide
backhaul for femtocells deployed in very remote places where deploying Inter-
net via copper-wire or optical fibre would have a bigger cost than the satellite
solution. A special case were this kind of deployment is clearly beneficial is
the disaster-recovery scenario. Femtocells can be deployed on intervention
vehicles and the backhaul is provided through a satellite connection.

2.3 Wireless Mesh Networks

Wireless Mesh Networks (WMNs) are networks composed of multiple nodes
with wireless links connecting them in a combined effort to extend the range
of wireless services in a geographical area. The nodes involved are usually
equipped with multiple wireless interfaces to facilitate user access and provide
backbone connectivity.

Although this wireless access technology existed for more than a decade,
WMN deployments have only gained momentum in the past few years, once
the price for embedded hardware and wireless chipsets dropped considerably.

The prevalent wireless access technology used in WMNs is in unlicensed
spectrum. The most known such technology is described in the 802.11 fam-
ily of protocols. 802.11 protocols are nowadays supported by any new built
smart-phone, laptop, tablet, or other mobile devices. Apart from 802.11 which
is commonly known as Wireless Fidelity (WiFi), 802.15 and 802.16 protocols
can be also used as underlying technology for WMNs. 802.15 is the protocol
family describing Personal Area Networks (PANs) which are of short range
and the most commonly know technologies from this family are Bluetooth and
ZigBee. 802.16, on the other hand, standardized communications for much
larger range than 802.11 and 802.15 and the most known technology belonging
to this family is Worldwide Interoperability for Microwave Access (WiMAX).

It is important to note that neither of the above mentioned protocols,
802.11, 802.15 and 802.16, were initially designed to support meshing func-
tionalities. As the WMN paradigm gained momentum, working groups have
been created around those protocols to amend these protocols with meshing
functionalities.
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2.3.1 WMN architecture

2.3.1.1 Components

The nodes involved in a working WMN can be split in two categories and are
depicted in Figure 2.10:

• The mesh routers are the nodes which constitute the WMN backbone
infrastructure; there are three main functionalities a mesh router may
have:

– relay: each mesh router has to be equipped with at least one inter-
face through which it can collaborate with other nodes to create the
backbone infrastructure;

– gateway: nodes equipped with an interface through which access
to external networks can be established; typically, this is done via a
wired interface;

– access point: grants wireless access to roaming users.

• The clients are the users of the WMN which are able to connect to the
mesh routers which have enabled the access point functionality.

2.3.1.2 Interfaces

The number of interfaces and the technology used by these can vary from
deployment to deployment. Studies [36] have shown that multiple interfaces
installed in the mesh routers are beneficial for the backbone infrastructure.
However the topology plays an important role in the overall performance of
the WMN.

A common problem in a WMN is interference from neighbouring nodes.
The interference can be diminished by using different wireless channels when
communicating with different nodes. This can be achieved with multiple inter-
faces installed on a mesh router and employing a wireless technology which
features multiple orthogonal channels.
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Figure 2.10: WMN Architecture

The 802.11 family provides a variety of protocols which evolved over time
becoming the de-facto technology in most of the mobile equipment built nowa-
days. Table 2.6 shows the main features of the members of the 802.11 wireless
family. It can be seen that the maximum achievable data rate increased over
time, now reaching speeds unimaginable at the time of the first member of
the standard family in 1997. With the introduction of 802.11n [37] in 2009, the
Multiple-Input/Multiple-Output (MIMO) feature was added to the standard.
MIMO basically enables two nodes to exchange information using multiple
interfaces simultaneously. This new addition allowed a boost in data rate,
however the main driver of this concept is the decrease in manufacturing price
of the wireless routers.

2.3.1.3 Topologies

The physical deployment of WMNs involves the placement of mesh routers in
the area where the service is made accessible. There are many possible deploy-

35



2.3 Wireless Mesh Networks

Table 2.6:
Evolution of 802.11 Wireless Technology

Year Standard Frequency Channel Max Data
Bandwidth Rate

(GHz) (MHz) (Mbps)

1997 802.11 2.4 20 2
1999 802.11b 2.4 20 11
1999 802.11a 5 20 54
2003 802.11g 2.4 20 54

2009 802.11n
2.4
5

20
40

1x1: 150
2x2: 300
3x3: 450

2013 802.11ac 5

20
2x2 (80MHz): 866
4x4 (80MHz): 1733

40
80
160

ment topologies and actual deployments are influenced by the geographical
surroundings of the served area. However, many of the deployment topolo-
gies are developed from geometrical forms, such as lines, triangles, squares
and hexagons. Random placement of mesh routers has been proven ineffi-
cient by Robinson and Knightly [36].

In the research community, the topologies chosen for numerical analysis
or simulation works, are mainly geometrically aligned topologies, as depicted
in Figure 2.11. The line topology is used when demonstrating the interference
range or measuring the network’s throughput capacity. The line topology is
preferred also in scenarios where the routing does not play an influencing
role. The more complex topologies, such as triangle and squares are used to
provide multiple routing paths, thus focusing on the ability of different rout-
ing protocols to choose the optimum paths based on the traffic and network
conditions.

The position and number of gateways plays an important role in the per-
formance of a WMN. Many studies such as [38] have shown that any complex
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Figure 2.11: Types of WMN Topologies

topology can be simplified to a subset of the network served by only one
gateway.

2.3.2 Routing

Any WMN needs a routing protocol which provides the necessary information
to each node which has to send or forward traffic to a specific destination.
Typically the necessary information any node needs for routing is the next
hop to which a specific packet needs to be directed. This routing information
is stored in the routing table of the node.

There are two different approaches employable by a node in a WMN in
order to populate its routing table:

• Reactive routing – the node starts to flood the network with requests on
information about a specific destination in order to discover the path.
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The neighbouring nodes which receive the requests may reply directly,
if the route for the destination is known, or forward the request, if the
path is not known yet. When the path to the destination was built in this
way, the packet flow starts. An obvious drawback of reactive routing
is the relatively large route discovery time which introduces an initial
delay to the transmission.

• Pro-active routing – one node in the network is selected to act as the root
node which regularly initiates the procedure of checking for neighbours,
discovering all possible destinations in the network, and refreshing the
routing table of all nodes. In this way no initial/additional delay is
caused, but there is an important traffic overhead caused by constant
polling.

Examples of known reactive routing protocols are AODV [39], DSR [40],
MSR [41], SrcRR [42]. Examples of pro-active routing protocols are OLSR [43],
BATMAN 1 and BABEL [44].

2.3.3 Quality of Service in 802.11

As multimedia is a popular content consumed by mobile users nowadays,
studies have shown that multimedia traffic needs to be guaranteed in terms of
delay, packet loss, and jitter. Subsequently many standards were developed in
this regard. Section 2.1.1.4 presented different QoS architectures and different
protocols designed to offer QoS support for different traffic types.

In the 802.11 wireless environments the QoS parameters are directly af-
fected by the quality of the packet transmission. The IP packets are wrapped
into 802.11 Medium Access Control (MAC) frames. The MAC protocols are
in control of defining timing and scheduling of sending events. A common
problem in 802.11 environments is that the probability of two nodes sending
in the same time is not zero, thus leading to collisions. A collision means the
medium is being used simultaneously by two nodes and the resulting signal
is a compound which can not be used by the receiver.

The 802.11 protocol [45] which specifies the parameters and scheduling
of the transmission is the Distributed Coordination Function (DCF). The

1http://www.open-mesh.org/projects/open-mesh/wiki
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DCF treats all IP traffic equally. It implements a timing system of which all
802.11-compliant nodes must be aware. Nodes must sense the wireless chan-
nel before transmitting according to specifications mentioned in the Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol. If the
medium is busy, the node will continue to sense the medium until it becomes
idle. If the medium is idle, the node can send a frame after waiting a randomly
chosen backoff time. The backoff time is uniformly distributed over the inter-
val [0, CW − 1] where the Contention Window (CW) is specified in number
of time-slots. The initial value of the backoff time is specified by CWmin. The
backoff counter is decremented after each time-slot in which the medium was
found to be idle. If, after the backoff time elapsed, the medium is busy, the
backoff time is doubled but not allowed to exceed a certain threshold specified
by CWmax. Else, if the backoff time elapsed and the medium is not busy, the
node can access the medium.

2.3.3.1 802.11e

DCF was not initially designed to support different traffic types, hence all
traffic is treated equally. All nodes have the same chance of acquiring access
over the transmission medium regardless of how time-sensitive is the traffic
which is transmitted. The 802.11e [46] protocol was designed to alleviate this
shortcoming.

The DCF mechanism was amended by the Enhanced Distributed Channel
Access (EDCA) mechanism which introduced different treatment for packets
belonging to different traffic types. The traffic type of a packet is specified
by the application layer before sending the packet to the lower levels. This is
clearly specified in the Type-of-Service (ToS) field of the IP packet header. The
field is interpreted by the EDCA at the MAC layer and mapped into an Access
Category (AC) as shown in Table 2.7.

The EDCA mechanism specifies different values for the CWmin and CWmax

per AC. Each AC has its dedicated packet queue and each queue works in
the same way as described for the DCF but with different parameters. In this
way, virtual contention between different queues of the same node is possible
if the backoff timer of two queues of the same EDCA elapse simultaneously.
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Table 2.7:
EDCA Access Category Mapping

Traffic Type Priority AC

Best Effort 0 0
Best Effort 1 0
Best Effort 2 0

Video 3 1
Video 4 2
Video 5 2
Voice 6 3
Voice 7 3

The queue with the highest AC gets priority over the lower-priority queues
which treat this event as a busy channel situation.

2.3.3.2 Frame Aggregation in 802.11e

The aggregation mechanism is based on encapsulating multiple packets or
frames into a single one. This approach considerably increases the perfor-
mance and capacity of WMNs by combining frequent transmissions of small-
payload packets into less frequent transmissions of a larger payload. Frame
aggregation was initially specified by the 802.11e standard [46] and was fur-
ther improved by the 802.11n standard [37]. Figure 2.12 shows the structure
of a normal and an aggregated 802.11 MAC frame. An 802.11 MAC frame can
carry an Aggregated MAC Service Data Unit (A-MSDU) which encapsulates
MAC Service Data Units (MSDUs), each MSDU having its own sub-frame
header.

An end-to-end or a hop-by-hop scheme is usually used for aggregation.
In an end-to-end approach, the aggregating node selects from the outgoing
queue only those packets having the same destination. The aggregated packet
is not de-aggregated until it reaches the destination. This method gives good
results when the network is highly loaded.

In the hop-by-hop approach, the aggregating node selects from the queue
those packets having the same next-hop. At each hop, the aggregated frame
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Figure 2.12: Frame Aggregation in a Wireless Medium

is de-aggregated and the resulting packets are again considered individu-
ally. This approach increases the complexity and processing load on the mesh
nodes, but yields better results considering all possible network load condi-
tions. In Figure 2.12, it can be observed that the sub-frame headers contain
the source and destination address, meaning that the 802.11 frame aggregation
feature supports the hop-by-hop aggregation scheme.

The aggregation mechanism is triggered by monitoring threshold cross-
ing. One possible threshold is the maximum number of bytes an A-MSDU
can have. For example, if the queue has available for aggregation enough
packets to fill an A-MSDU, then the process is triggered and the A-MSDU is
made available at the future moment when the MAC layer senses the wire-
less medium as idle. Another possible threshold is the moment a countdown
timer expires; a new aggregation process is triggered regardless of whether
the queue has packets available for aggregation or not.

2.4 Summary

This introductory chapter highlighted some of the background pre-requisites
needed in order to follow the discussion later in this Thesis.

Three main topics have been discussed in this chapter, namely VoIP, Fem-
tocell Networks, and Wireless Mesh Networks.
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The history of VoIP highlighted this Internet application as one of high
interest in the area of communications, with emphasis on the Quality of Ser-
vice aspects affecting VoIP call quality. An entire section was dedicated to
measuring VoIP call quality. The presented E-Model accounts for all the net-
working factors influencing the VoIP call quality. The model is a fundamental
component of the work developed in Chapter 4.

Further in this chapter two attractive wireless access technologies, that are
currently raising interest for both the users and the service providers, were
presented. In the licensed wireless spectrum, the LTE femtocell-based wireless
access network and its architecture was presented, and the 802.11-based Wire-
less Mesh Networks were presented as the candidate of the unlicensed spec-
trum, with emphasis on VoIP as the application under consideration. These
are the networking schemes explored in Chapter 5.

The concepts presented here are also needed for a complete understanding
of the literature review presented in Chapter 3.
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CHAPTER

THREE

LITERATURE REVIEW

T his Chapter discusses the related work found in the literature on packet
delay measurement and estimation, VoIP monitoring, and VoIP CAC

mechanisms.

3.1 Delay Measurement and Estimation

This section describes the related works done in the area of measuring the
network delay of IP packets. This review is in relation to the work developed
here in the area of network delay measurement methods, which are used as a
direct input to the calculation of the iMOS.

The reader is kindly reminded about Section 2.1.1.3, where the one-way-
delay (OWD) was described as a network traffic metric composed of four
elements: the processing delay, the transmission delay, the propagation delay,
and the queueing delay. While the majority of the following related works are
focused on measuring the end-to-end OWD, the mechanisms developed in
this work focus on methods to obtain accurate delay measurements between
an end point and an intermediate node.

The complexity of the methods found in the literature depends on the
accuracy of the delay measurement. Different levels of accuracy are required
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for different type of applications. These applications range from OWD-based
Service Level Agreements (SLAs) [47] to mechanisms designed to monitor and
minimise the effects of the OWD on the performance of real-time applications,
such as VoIP.

There is a tremendous amount of work dedicated to measuring the OWD,
and most are comprised in a few notable surveys, such as [47] and [48]. Wang
et al. [47] mention that the OWD can be used for SLA validation between
network service providers and customers or between neighbouring network
service providers. Another usage of the OWD can be, according to the same
authors, learning about the underlying properties or characteristics of the cur-
rent networks, such as network topology, traffic patterns, and protocol distri-
bution. The OWD measurements can be fed into measurement-based simu-
lation systems to guide the capacity planning, application tuning or perfor-
mance lifting.

Both surveys, [47] and [48], agree that the RTT is an inaccurate estimation
of the OWD. As already discussed, the OWD is obtained from halving the RTT
measurements. The key argument showing the RTT estimation shortcoming is
path asymmetry. In IP networks different paths may exist for the forward and
reverse direction between two nodes, hence the performance of these paths is
different, however this can not be captured by the RTT measurement.

As typically the OWD is measured by using probes, Wang et al. [47] argue
that these probes compete for network resources with packets transporting
important payloads. A direct consequence of that is the potential of creating
disturbances in applications using these payloads.

It is possible to use a synchronisation-based or a non-synchronisation-
based OWD measurement method. The former uses timestamping to com-
pute the OWD as the difference between the sending and the receiving times,
and the latter uses statistical models which are able to estimate with a certain
error the OWD.

De Vito et al. [48] focus their survey on the the synchronisation-based
OWD methods. As the method’s name suggests, the nodes between which
the OWD is measured have to be time-synchronised. This means that the in-
ternal clocks of the two nodes have to be perfectly synchronised to obtain ac-
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curate OWD measurements. Hence, the accuracy of the OWD measurements
is directly influenced by the accuracy of the time-synchronisation methods.

De Vito et al. mention that there are three predominant time-synchronisation
solution widely used:

• NTP [49]: Is a protocol which uses probes to synchronise a client’s clock
to a precise time-keeping server. It does not require dedicated hardware,
however it may take up to a few hours until the desired level of accu-
racy is obtained. A typical accuracy level obtained using NTP is 500
microseconds.

• Global Positioning System (GPS): This solution uses the widely known
GPS system by attaching GPS receivers to all nodes which are to be syn-
chronised. The accuracy is reached in a much shorter period than using
NTP, however at the extra cost of hardware support. A typical accuracy
level obtained using GPS is in the range of tens of microseconds.

• IEEE 1588 Standard [50]: Is a high precision, hardware supported method
of assuring time synchronisation in measurement and control applica-
tions, but also in telecommunications networks. The networking and
computing resources needed by this protocol are minimal, since it uses
dedicated hardware. The highest accuracy for this protocol is in the
range of 100 nanoseconds with extra hardware support.

In Section 4.2 the nodes between which the OWD needs to be measured
are time-synchronised. Specifically, these nodes are the femtocell and the fem-
tocell gateway. Section 4.2 will show that the LTE standard imposes the time
synchronisation on these nodes, and in practice this is done using NTP.

In Section 4.3 a network topology is used where synchronizing nodes
is proven to be difficult, and as a consequence a non-synchronisation-based
OWD measurement solution, called the Delay Piggy-Backing Mechanism (DPBM),
is developed to alleviate this shortcoming. A few other works are present
in the literature which use non-synchronisation-based methods to obtain the
OWD. Gurewitz et al. [51] introduced a novel approach for the estimation of
OWDs. It was based on conducting multiple one-way measurements among
pairs of nodes, and optimizing the value of a global objective function that
is determined by the overall network topology instead of just by individuals.
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The authors gave a detailed procedure for estimating the deterministic com-
ponents in OWDs. The variable OWD estimation is based on measuring and
analysing the link between neighbouring nodes. Their work is limited in the
sense that from the components of the OWD, only the transmission and the
propagation delays are modelled.

In a work conducted by Wei-Xuan and Shun-Zheng [52], a model for both
the constant and the stochastic parts of the OWD is proposed. The constant
parts of the OWD are the transmission and the propagation delays, and the
stochastic part is composed of the queueing delay. They use an active method
by injecting probes into the network, and employ an iterative Fourier-to-time
reconstruction algorithm on the measured intra-gaps of the end-to-end OWD,
to determine the distribution of the queueing delay. The complexity of their
method is high and is performed on an end-to-end basis.

Ngamwongwattana and Thompson [53] performed another work on ob-
taining an estimation of the OWD without having the nodes time-synchronised,
however their work does not use probes, and instead use the RTP packets re-
ceived in a VoIP call. Their method is comprised of two phases, namely Sense
and Sync. With this method a good estimation of the OWD, however without
including an estimation of the propagation delay. Their work has two major
limitation for which it would not be suitable as a replacement for the DPBM
mechanism proposed in this work. Specifically, their method is strictly end-
to-end and the OWD estimations obtained during the first seconds of a call
are not reliable.

The non-synchronisation-based OWD estimation works presented above
are not suitable as a replacement for the DPBM as these methods either lack
in simplicity, or are end-to-end only, or use probes which may contend with
the actual VoIP traffic. Section 4.3 will show that the DPBM is very lightweight
and uses actual RTP packets to piggy-back delay information instead of using
active probes, in order to obtain the necessary information to compute the
OWD. No other works have tackled to OWD measurements in the same way
it is addressed in this work.
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3.2 Edge-to-middle VoIP Call Quality Monitoring Solu-
tions

This subsection describes other works done in the field of call quality mon-
itoring. This is related to Chapter 4 of this Thesis, where the call quality is
measured by means of the E-Model [31], with the important difference that
in this work the E-Model is used in an intermediary node, rather than on
end-nodes as it is typically done.

3.2.1 VoIP Backbone Monitoring

Prior to any important VoIP deployment, a few studies were carried out in
the research community to assess the performance of VoIP support in Inter-
net backbones. It is worth noting that some of the studies are dating from
more than a decade ago when the typical speed of an Internet connection was
in the range of few hundreds of kilobits per second. Thus, actual VoIP de-
ployments did not really exist and as a consequence VoIP traffic had to be
injected artificially in the investigated network. Later, when the Internet was
widely adopted across the Globe, a few studies were focused on investigating
data obtained from real VoIP conversations carried on a provider’s backbone
network.

Markopoulou et al. [54] have investigated over a long period of time the
network delay and packet loss suffered by VoIP calls injected in the backbone
networks of seven different providers connecting five US cities. The moni-
toring was done in an end-to-end fashion, storing data for offline call quality
assessment using the E-Model [31]. A few key factors were discovered after
analysing the resulting data. First, Markopoulou et al. discovered that even
overprovisioned networks can cause important degradation on VoIP calls. In
a second observation, the paper noted that many of the networks need to pro-
vide the means of prioritizing VoIP traffic over regular data traffic. In another
observation, the paper concluded that the network delay was accountable for
most of the call quality degradation. That only highlights that the networks of
those days were not ready to support VoIP yet as the delay was considerably
large due to slow electronics in the networking equipment. However, in time
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the networks became faster and the influence of the delay was much reduced,
so that nowadays packet loss is the main reason for call quality degradation.

Another end-to-end quality assessment of injected VoIP calls is presented
by Jiang and Schulzrinne [55]. Their assessment approach is different than
a typical VoIP call quality measurement. Instead, the authors have defined
a new metric, the end-to-end availability. The assessment involved the usage
of 14 nodes spread across the Globe. VoIP calls were initiated between these
nodes and data was collected over a very long period of time. Although
some of the VoIP calls were routed through research networks, the end-to-
end availability was not significantly better than the quality of those routed
through commercial networks. Their results showed that a significant percent
of unavailability was caused by long packet loss outages, while the effects of
short bursts of packet loss can be compensated by PLC-enabled voice codecs.

As the Internet has evolved and many users have turned their attention to
the cheaper telephony solution, some Internet websites provided the function-
ality of VoIP call quality testing. By running such a website for a very long
period, Sylor et al. [56] have collected monitoring data related to calls origi-
nated at the end-users and terminated at one ore more of the seven servers
deployed across the Globe. Among a full characterisation of the VoIP call qual-
ity analysed at a global scale, two conclusions are generally applicable: first,
it was concluded that not only jitter should be used in SLAs, but also loss
caused by late packet discards, but this metric is more difficult to measure
as it is codec dependent. A second interesting conclusion was that the G.711
performed much better than G.729 which was supposed to perform similarly
to G.711 with much less bandwidth usage.

Once VoIP reached enough maturity to be a generally accepted Internet
application, the need to monitor the data attached to it has driven the re-
search community to investigate different monitoring architectures. Such a
work was conducted by Kobayashi and Ishibashi [57]. They proposed a new
architecture which was built on some of the existing building blocks related to
monitoring, such as access control list (ACL)-based metering functions adapt-
able to existing commercial routers and switches. One of the main challenges
in VoIP monitoring is to provide the correlation between the signalling proto-
col used by the VoIP application, such as SIP [12] or H.232 [10], and the actual
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audio stream. Compared to the previous presented works where the monitor-
ing was done in and end-to-end fashion, Kobayashi and Ishibashi envisioned
the architecture to be end-point agnostic and applicable to multiple types of
network deployments.

All works presented above were based on results obtained by injecting
VoIP calls in a backbone network, hence no user behaviour, such as call drop-
ping due to low quality, was really taken into account. A better analysis can
be obtained by monitoring real VoIP traffic.

Such analysis is presented by Birke et al. in [58] and [59]. In their study, the
authors have obtained data from one important ISP in Italy which provides
their data, VoIP and IP television services over a fully IP architecture. Birke
et al. used a packet sniffer in one of the backbone nodes of the ISP to col-
lect only the packet headers of VoIP packets needed in the calculation of the
equivalent VoIP call quality. The estimation of the network delay used in their
work was obtained after post-processing of the data. Their results showed
important statistical data regarding the distribution of the call duration and a
comparison between DSL users and FTTH users. However, when compared
to the solution presented in this thesis, their offline post-processing technique
can not be used for taking real-time Call Admission Control (CAC) decisions.

3.2.2 VoIP Monitoring Related to iMOS

Here, a few studies on passive monitoring VoIP at intermediate nodes are pre-
sented. Passive monitoring refers to the investigation of existent VoIP traffic,
as opposed investigations using injected VoIP traffic. The first framework pro-
posal of monitoring VoIP not only at the end-nodes, but also were possible at
network gateways was presented by Clark et al. [32]. The study focused on
obtaining the simplified E-Model, by assigning default values to some of the
E-Model parameters, as those parameters were related to calls placed using a
PSTN network. This study was the first to present the short version of the E-
Model formula. Further, monitoring VoIP not only at the end-nodes, but also
were possible at network gateways was proposed by Clark et al. but their work
focused more on investigating each remaining parameter of the E-Model, such
as Id and Ie.
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One important factor Clark et al. considered is the recency effect presented
by France Telecom [60]. The major contribution of France Telecom’s study was
the finding of two time values related to human reception of variation in call
quality. Specifically, on average, a human subject can detect a variation from
good to worse call quality in 5 seconds and the reverse in 15 seconds. The
value of 5 seconds was considered in Chapter 5 when proposing the period of
the cycle in which the Intermediate Mean Opinion Score (iMOS)-based CAC
gathers data for examination. Another important finding of France Telecom’s
study was the observation that human subjects have a limited audio memory,
thus when asked to rate an audio recording or a call the decision is taken
mainly based on the last 30 seconds of the audio stream.

Another passive VoIP monitoring framework was described by Conway
[61]. Instead of using network metrics such as delay, packet loss ratio and
jitter, Conway proposed the usage of PESQ. PESQ is a technique used to rate
an audio stream by comparing the original stream with the stream obtained
at the reception point. PESQ was presented in Section 2.1.2. The content of
the sniffed VoIP packets could not be compared with the original for obvious
reasons. However, the headers of the packets were saved and during a later
investigation, the payload was replaced with the content of the known audio
source. In this way real VoIP traffic could be post-processed using PESQ.
However this method could not be used by real-time CAC mechanisms.

The works presented in this subsection are related to passive VoIP mon-
itoring solutions on which this Thesis is also focused. However, there are
substantial differences between the reviewed works and this thesis:

• some algorithms are not suited for real-time monitoring because the pro-
cessing of the ongoing VoIP calls involves techniques which demand
high processing power;

• none of the works actually presents a viable solution of measuring the
one-way-delay; although the RTT can be used instead, the two flows
composing a VoIP call are not always symmetric in terms of network
delay, and this can lead to erroneous decisions when these are taken
fully or partially based on the network delay.
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3.3 VoIP Call Admission Control

Call Admission Control (CAC), in the VoIP context, is essentially a process
through which a network entity determines whether or not to accept a new
call request. There is tremendous work done in the area of defining different
types of criteria which can be employed by the CAC process. This section
aims at categorising these criteria, highlighting their strengths, weaknesses
and limitations, and finally fitting this work into the big picture of VoIP CAC.

A few key surveys in the area exist [62–67] and their key findings include
reasons why CAC exists and why it is necessary, and how can CAC be cate-
gorized.

Even though a network is designed to meet a given performance for a nom-
inal traffic load, the actual traffic surpasses significantly the amount initially
considered. Overloaded networks perform poorly in delivering acceptable
QoS to all traffic types, especially to VoIP calls. In the first phase of the over-
load, the packet delay increases significantly and if no corrective actions are
taken, packet loss will occur with detrimental consequences on VoIP calls, as
shown in Section 2.1.2. One obvious solution is to design a mechanism able to
timely detect network overload events, temporarily stop the acceptance of new
traffic in the network, and eventually employ a solution to clear the backlog
of packets in the networks’ queues.

A particular issue arises in networks transporting VoIP, specifically the
addition of only a single call over the network’s capacity tears down the call
quality of all ongoing calls in the network. This issue has been reported in
many works in the area [63, 67–73].

An alternative to CAC is resource over-provisioning, which means provi-
sioning of network capacity beyond the traffic load expected, so that appli-
cations behave as if the network is unloaded. Over-provisioning represents a
simple initial solution, yet it does not scale with greater deployment of VoIP
services, is highly expensive in terms of wasted network resources, and it does
not handle well failure scenarios [65, 67, 68].

All the issues summarised above

• traffic surpassing the load expectation,
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• the call quality drops when one single call is added over the network’s
capacity,

• and the unsuitability of the over-provisioning due high cost and low
scalability

support the need of CAC, with special emphasis on the VoIP use-case.

Figure 3.1 shows a taxonomy of CAC mechanisms designed for networks
transporting VoIP. As the number of works in the CAC for VoIP area is very
high, the taxonomy presented below is mainly focused on CAC mechanisms
specifically tailored for issues around wireless access networks.

Control-messages exchange takes places prior to the establishment of a
new VoIP call, to inform the involved parties about the imminence of a new
call. CAC typically is set to accept or reject the new requests based on different
criteria, with the ultimate goal to maintain specified levels of call quality for
all calls in the network. The first division of CAC solutions specifies where the
admission decision is taken. Two categories have been identified, specifically
in the end-nodes, or in one or more intermediate nodes.

It was observed that all CAC mechanisms for wireless access have in
common the mapping of network performance parameters into call quality
metrics. Some of the network performance parameters are obtained directly
through measurements of metrics directly affecting the call quality (i.e. de-
lay, packet loss, and jitter), or mathematically modelled from metrics specific
to the wireless access medium to obtain an estimate of a metric directly af-
fecting the call quality. These solutions can be either active or passive, based
on whether they use probes or actual VoIP traffic to determine the network
performance.

The active measurement-based solution involves the usage of probe-packets,
which are injected in the network to obtain network performance metrics such
as loss [74–76], delay1 [71], and throughput [77]. An end-node initiates the
probing upon receiving a call request and the result of the probe monitoring
will enable the CAC to take a favourable decision if the performance is higher

1The delay is obtained by halving the RTT.
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than a pre-established threshold, or a negative decision otherwise. This solu-
tion is easy to implement and scalable, however the injection of dummy traf-
fic in the network unnecessarily increases the network load, sometimes with
detrimental effects on real traffic. Another negative effect of this solution is
increasing of call setup time.

The model-based solutions are typically passive and have been proposed
in order to address the shortcomings of the active measurements. Specifically
the interference [78] and load [79, 80] of the wireless channel are monitored
continuously, and the end-node learns to map the current status of the net-
work to call quality. This enables the end-node to increase its accuracy on
predicting the call quality, and reject future call requests when the estimate
falls under a pre-established threshold.

The CAC decision can be also made by an intermediate entity. This en-
tity intercepts the exchange of control messages, and a CAC decision is made
based on a predictive model or on network performance measurements. The
CAC solutions in intermediate nodes are typically passive, as the high com-
plexity and low scalability of establishing probing messages between the in-
termediate node and the end-nodes would raise even more issues. The CAC
solutions at intermediate nodes are preferred to the end-to-end solutions, as
they give a network operator or a VoIP service provider the ability to better
provision for user satisfaction across all users of the network, not only for a
single user as it is the case for end-node CAC solutions.

The model-based CAC solutions in intermediate nodes are mainly stud-
ied in Wireless Local Area Networks (WLANs), where the CAC mechanism
is placed in the access point, and takes decisions regarding calls originated
or destined to roaming clients. These solutions focus on estimating the call
quality from the access point’s buffer utilization ration (BSA) [72, 73], or from
the wireless channel busyness (CBA) measured in the access point [69], or
from the theoretical network capacity (EQA) [69], or from the interference
level around the access point [70, 86]. All these are estimates, and need to
be implemented in the access point where computational resources are scarce,
and ultimately are inaccurate in measuring the call quality.

An alternative to model-based CAC solutions, is performing performance
measurements on VoIP traffic flowing through intermediate nodes. The works
in [87–89] have focused on measuring and mapping the packet loss to call
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quality. New calls are accepted if the current measured packet loss is lower
than an admission threshold. As shown in Section 2.1.2, the call quality de-
pends on multiple factors besides the packets loss, namely the voice codec
chosen, the delay, and jitter. The work proposed in this Thesis, fills the gap,
by providing a measurement-based solution to monitor the actual MOS at in-
termediate nodes. The solutions proposed here are termed iMOS-based CAC
solutions, and are presented in Chapter 5.

3.4 Summary

This Chapter gave an overview on the works done in the field of measuring
the one-way-delay (OWD), VoIP call quality monitoring, and VoIP Call Ad-
mission Control (CAC) solutions. The OWD is used to assess the network
performance in general, but also as a reflection of VoIP call quality in particu-
lar. A large variety of solutions exist in the literature on how to measure the
OWD and these have been discussed in terms of complexity, cost, and differ-
ences to the solution proposed in this work. The VoIP call quality monitoring
architectures proposed in the literature have been reviewed in the middle part
of this Chapter, with emphasis on the similarities with the iMOS monitoring
solution proposed in this work. Finally, a taxonomy of the CAC solutions
proposed in the literature was presented in the last part of the Chapter, with
emphasis on the gap-filling contribution represented by this work in the area
of VoIP CAC.
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CHAPTER

FOUR

IMOS — ESTIMATING VOIP CALL QUALITY AT
INTERMEDIATE POINTS

4.1 The iMOS Concept

Section 2.1.2 presented the MOS concept and Section 2.1.2.1 showed how the
E-Model [31] is used to compute the MOS by using metrics typical to packet-
switched networks, such as delay, packet loss, and jitter. The usage of the
E-Model implies that the MOS will be obtained at the end-nodes. As such, the
estimated quality of the VoIP conversation is known only by the caller and the
callee.

The iMOS is the MOS estimation obtained at an intermediate point which is lo-
cated in the path of the packet flow[s] of a VoIP conversation. The iMOS thus implies
the existence of a node which intercepts VoIP packets from which it extracts
the RTP headers needed in the calculation of packet loss. By using VoIP pack-
ets belonging to the same VoIP conversation, the intermediate node calculates
the jitter for that packet flow. However, obtaining the delay is not as simple as
on the end-nodes. On the end-nodes, the reports from the RTCP packets are
used to compute an estimate of the network delay. This is commonly known
as the RTT estimation and was presented in Section 2.1.1.2. However, the
RTCP reports can not be used in the intermediate node, due to their depen-
dency to local information stored on the end-nodes, such as the starting time
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4.1 The iMOS Concept

of the RTT measurement procedure. It is also known that the accuracy of the
delay estimation based on RTT measurements is prone to errors [90].

Figure 4.1 shows the influence of the delay estimation error on the MOS.
The MOS versus one-way-delay is plotted with lines, and the areas around
the lines represent the error domain of the MOS, when the one-way-delay is
measured with an accuracy level of 10%, 25%, and 50%. While at 10% the esti-
mation error may be difficult to perceive by a human, its detrimental influence
on MOS-based mechanisms leads to employing incorrect actions. An exam-
ple of a MOS-based mechanism is a CAC mechanism which determines the
admission or rejection of VoIP calls based on MOS measurements. Such CAC
mechanisms tailored for the specifics of femtocell and WMNs are presented
in Chapter 5.

There are many applications of the iMOS, which in other words can be
considered as an accurate mid-point call quality metric. Below, the most im-
portant are highlighted:

• Isolating call-quality related problems by dividing the network in n +

1 parts, if there are n iMOS monitors. In Section 4.2 it is shown that
issues can arise in the infrastructure provided by a third party and the
MOS measurements performed in the user’s device are not sufficient to
determine the network part causing those issues.

• Enabling the VoIP service provider to develop iMOS-based Customer
Experience Manager (CEM) or Service Quality Manager (SQM) applica-
tions, possibly in connection to Service Level Agreement (SLA) compli-
ance and negotiation.

The next section will describe how the iMOS is calculated using accurate
delay measurements obtained in DSL-backhauled femtocell networks, and
Section 4.3 will describe how the delay can be estimated using the proposed
DPBM.
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Figure 4.1: MOS vs. Estimated RTT Delay
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4.2 Measuring the iMOS in DSL-backhauled Femtocell
Deployments

4.2.1 Description

4.2.1.1 Targeted Femtocell Deployment Scenario

The use of small cells deployed in residential premises is often referred to as
femtocell technology. This offers a way to improve cellular coverage for indoor
users and also increases network capacity with minimal infrastructure costs.
Such femtocells have been deployed for 3G and LTE cellular networks with
future deployments expected to be based on Long Term Evolution Advanced
(LTE-A) standards.

Figure 4.2: Typical deployment for LTE Femtocells with DSL backhaul

Femtocells typically use the subscriber’s broadband connection to carry
the traffic to and from the cellular network [91]. In 3GPP’s Release 8 [34], fem-
tocells are denoted with Home evolved NodeB (HeNB). The terminology and
full LTE architecture was presented in Section 2.2. Figure 4.2 depicts a typical
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LTE femtocell deployment with the femtocell backhaul provided over DSL. It
can be seen that a femtocell can provide service to any device equipped with
a cellular interface (e.g. cellphone, laptop, PDA). All these types of equipment
are generically called User Equipment (UE).

The femtocell’s backhaul connectivity is provided over a residential Inter-
net connection, which in this work is assumed to be a DSL connection. The
DSL broadband router is shared with other UEs of the same residence. The
traffic originated in the UEs is in direct contention for Internet bandwidth
with the other femtocell traffic and may also contend with other types of traf-
fic in the access network. The ISP’s core network and the Internet backbone
network are traversed by VoIP packets which finally reach the Evolved Packet
Core (EPC).

A call placed over a femtocell is, from a backhaul perspective, identical to a
VoIP call. As the migration towards femtocell deployments will coincide with
an usage increase of high-bandwidth multimedia applications, the broadband
access network will become a major bottleneck.

From a data traffic point of view, VoIP is regarded as a stream of rela-
tively small packets that are time sensitive. Network delay, jitter, and packet
loss rate are taken into account whilst measuring the overall or instantaneous
estimative quality of a conversation. Although MOS is used to calculate the
quality of a conversation on a end-to-end basis, this work proposes this metric
to be calculated also at intermediate network nodes. In this way, the degrada-
tion of the call between the transmitting UE and the intermediate node can be
measured.

As mentioned in Section 4.1, the packet delay needed for the MOS calcu-
lation can be estimated using the RTT. Another method is based on the dif-
ference between local time and the time obtained from packets’ timestamps,
in this case the local time of the two nodes must be synchronised. This syn-
chronisation requirement is met by femtocells, which must meet rigorous reg-
ulations in order to comply with the LTE air-interface standard [34, 92]. An-
other component of the LTE architecture which meets these synchronisation
requirements is the HeNBGW [34]. Based on these findings, the delays can be
easily calculated using RTP [19] timestamps correlated with UTC timestamps
contained in corresponding RTCP packets [19]. The details presented above,
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enable the HeNBGW to measure the MOS between any femtocell which is
attached to the EPC via that particular HeNBGW.

The synchronisation requirements imposed by the LTE standard have driven
the femtocell operators to employ time synchronisation techniques. Real fem-
tocell traffic was investigated in this work, and the finding is that at least one
operator uses NTP [49]. One important observation is that the NTP packets
are exchanged very frequently, mainly to compensate for frequency shifts in
the femtocell’s local oscillator. These frequent exchanges do not impose seri-
ous problems on a wired backhaul, however on a wireless-based backhaul, as
presented in Section 4.3, the overhead is disruptive for real-time applications.
The number of these messages can be up to 240 packets per minute as shown
in [93].

Figure 4.3 depicts the HeNB (femtocell), the HeNBGW, and the other com-
ponents linking the caller to the callee. The HeNB is connected to the ISP’s
DSL core network via a DSLAM. Further up is the Internet backbone which
serves as a conveyor for the VoIP traffic towards the EPC. The entry point in
the EPC is the HeNBGW, where the iMOS is computed for the VoIP traffic
flowing away from the femtocell; that is the femtocell uplink VoIP traffic, if
the femtocell is used as a reference point. The VoIP traffic traverses the EPC
and is forwarded to the other end-node of the call.

Figure 4.3: The concept of iMOS in DSL-backhauled femtocell deployments

Multiple topology combinations can be derived by analysing the path be-
tween the PDN Gateway (P-GW) and the callee, as depicted in Figure 4.4:

• The first is a HeNB-to-HeNB call where both HeNBs belong to the same
Service Provider. It can be observed that the femtocell backhaul is sym-
metrical, both the caller and the callee using a DSL connection for their
femtocells. In this case the HeNBGW will compute iMOS values for four
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Figure 4.4: LTE Femtocell deployment, with multiple possibilities to connect
the caller to the callee

VoIP packet streams: two characterizing the link between itself and the
caller and two for the link between itself and the callee.

• The second scenario involves a callee in the same Provider’s network,
attached to a base-station (eNB).

• The third scenario depicts a situation where the callee uses the fixed
telephone network to participate in the call.

For consistency with the presented DSL-backhauled femtocell context, the
focus in this work is mainly on scenario 1 in Figure 4.4.

4.2.1.2 The Recency Effect

MOS is a metric which estimates the subjective ranking given by a human
subject to a voice conversation. User’s MOS report is obtained after the con-
versation is over. In [94] it is shown that humans are able to recall only the last
30 seconds of the conversation. That further means that the MOS reported by
a human subject is mainly based on the call quality experienced towards the
end of the conversation.
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In order to enhance the accuracy of the iMOS measurements, this work
proposes equation (4.1) which applies an Exponentially Weighted Average
(EWA) on the history of iMOS samples, giving higher weights to the previ-
ous 30 seconds of the conversation. The reader is reminded that the E-Model
computes a MOS value for every received VoIP packet, as mentioned in Sec-
tion 2.1.2.1. The iMOS values are stored as (timestamp, iMOS) pairs. The first
arrived VoIP packet is assigned with 0 as timestamp and the last VoIP packet
is assigned t f . In other words, t f represents the time elapsed since the arrival
of the first VoIP packet of the monitored conversation. This work proposes
a 1 to 100 scale for the weighting function (4.1). t is the iterator through the
timestamp values. The exponential function is chosen as it maps better to the
pattern describing the behaviour of the human audio memory [95]. Specifi-
cally, the human audio memory limitation of 30 seconds determines a subject
to base their call quality assessment only on the last 30 seconds of the conver-
sation. This effect is captured by equation (4.1) proposed by the author of this
thesis. H(x) is the Heavyside function, detailed in equation (4.2).

Figure 4.5: Weighted MOS score mapped into corresponding call quality cat-
egories
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w(t) = H(30− t f ) ·
(

e
4.6·
(

1−
t f −t

30

))
+

+ H(t f − 30) ·
(

e
4.6·
(

1−H(t f−30−t)−H(t−(t f−30))·
t f −t

30

))
(4.1)

H(x) =

{
0 i f x < 0, else

1 f or x ≥ 0
(4.2)

The numerical example depicted in Figure 4.5, helps the reader to better
grasp the effects the human recency effect on the estimative call quality as-
sessment methodology. This example is particularly chosen so that the MOS
values cover all 5 call quality categories (Table 2.3). Pie-like plots are used to
show the histogram of the MOS values as a percentage of the total captured
samples. It can be observed that there is a quality degradation suffered at
the conversation midpoint. The histogram on the left represents the default
case in which the human recency effect is not considered. The histogram on
the right captures the effect of the human recency effect on the perceived call
quality. The difference between the two histograms highlights that estimative
computational models can lead to erroneous results, unless all human factors
are weighted into the mathematical formulae.

4.2.2 Simulation Parameters

Further, the impact of multimedia streaming on the quality of femtocell VoIP
calls, is assessed. In particular, the congestion at the Digital Subscriber Line
Access Multiplexer (DSLAM) where femtocell calls contend for access with
other traffic, is examined. In the investigated scenario (Figure 4.6) it is as-
sumed that the femtocell service provider has no control over the DSLAM or
over any other equipment belonging to the ISP. It is also assumed that the
DSLAM is a non-QoS network equipment, which means that services such as
diffserv are not enabled on the DSLAM.

The scenario depicted in Figure 4.6 is simulated using Qualnet 4.5 [96],
which is an open source network simulator. The source code required a small
modification: by default Qualnet implements a half-duplex VoIP call; that was
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Figure 4.6: Simulation Scenario

modified to support full-duplex VoIP calls. The voice codec used is G.711 for
reasons of simplicity and ease of analysis, as G.711 is a CBR voice codec. The
results are expected to be broadly similar for any VBR voice codec, such as
AMR or G.729.

In Figure 4.6 a VoIP call is initiated between the caller and the callee. This
is scenario 1 from the the diagram showing the multiple call connectivity
in Figure 4.4. The DSLAM forwards both femtocell and background traffic.
The background traffic is used to emulate traffic congestion at the DSLAM
and is simulated with the help of VBR sources. The DSLAM forwards the
femtocell and the background traffic to another network entity, named MAN,
which denotes the combined networks of the ISP and Internet Backbone. The
HeNBGW forwards the VoIP call further towards the callee. The iMOS is
calculated for both VoIP packet flows, since the call is full-duplex and the
callee uses femtocell services from the same provider.

A burst of multimedia background traffic load is used to cause congestion
at the DSLAM. The burst starts at the 40th second and ends at the 100th second
of the simulation, on caller’s downlink direction. On the uplink direction a
similar background burst pattern is delayed by 10 seconds.
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4.2.3 Results Analysis

The simulation results are shown on the same diagram showing the simulation
topology in Figure 4.6. The histograms show the call quality assessment after
the duplex VoIP call ended.

On the caller’s downlink, it can be seen that the 100% of the iMOSs ob-
tained at the HeNBGW, for packets generated by the callee, fall in the Best
quality category. However, the histogram obtained from the MOSs measured
in the caller’s UE show that the call quality has dropped, lowering the per-
centage of Best call quality to roughly 90%. Therefore the link between the
HeNB and its HeNBGW must have caused the quality degradation. The rea-
son for this degradation is the multimedia background traffic which created
congestion at the DSLAM. Since no priority mechanism is implemented in the
DSLAM, the congestion is causing impairments on the voice quality.

A similar situation occurs on the uplink VoIP traffic. The difference in this
case is the burst for the background traffic occurs 10 seconds later than on
the downlink direction. These 10 seconds of congestion would be perceived
negatively by a human subject, which is influenced by the recency effect. As
such the formula proposed in equation (4.1) captures the effect of the burst
and reflects it in the call quality histogram. A much higher degradation is
reported by the callee’s UE because of the congestion caused by the recent
burst and the human recency effect.

The results show that the proposed scheme can locate the cause of VoIP
call quality degradation. Such information may then allow remedial actions
to be taken.

4.2.4 Summary

The work in Section 4.2 shows how the iMOS concept described in Section
4.1 can be used in a LTE femtocell deployment using DSL as backhaul for
the femtocells. The time synchronisation requirements imposed by the LTE
standard is the key factor enabling the HeNBGW to measure the iMOS.

Another contribution of this section is the development of a formula which
includes the human recency effect in the VoIP call quality estimation. More
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weight is given to the quality estimation samples acquired towards the end
of the conversation. The same methodology can be used also in real time, si-
multaneous with the VoIP call, by employing the formula as an Exponentially
Weighted Moving Average (EWMA) instead of an EWA. The results of using
the formula as a EWMA would be similar to the results obtained by asking
the human subject to grade the conversation at any point in time of the live
conversation.

The iMOS can be used to drive CEM applications and may be used by
the HeNBGW to make admission control decisions at the HeNB. Section 5.2
shows how the iMOS-based admission control is done in a similar LTE femto-
cell deployment scenario.
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4.3 Measuring the iMOS in VoIP over WMN Deploy-
ments

This section focuses on another wireless access technology, specifically on
802.11-based WMNs. The description starts by pointing out the necessity of
computing the iMOS for VoIP calls backhauled over WMNs. Then details are
given on how the iMOS is actually obtained in a network topology which
does not benefit from the time synchronisation requirement, as it is the case
for femtocell deployments. A collateral benefit of obtaining the iMOS is high-
lighted by proposing a novel mechanisms called the DPBM. The DPBM is
a mechanism able to prioritise VoIP packets based on their cumulative delay
suffered in the WMN. NS-3 simulations have been used to validate both the
iMOS concept and the proposed DPBM in a VoIP-over-WMN scenario.

4.3.1 Description

Section 2.3 provided the necessary background on the architecture and stan-
dards used in WMNs. The following WMN scenario gives more motivation
around deploying WMNs with emphasis on VoIP as the use case and the is-
sues arising when provisioning call quality for VoIP calls.

4.3.1.1 Targeted WMN Scenario

WMNs represent a solution allowing telecom- or WiFi-operators to provide
large areas with wireless data connectivity at relatively low cost. Thanks to
minimal cabling required, these types of network are of particular benefit for
transient deployments in which the network must be rapidly and cheaply de-
ployed. Such a solution is capable of providing coverage in areas for which
it is not feasible or economically viable to deploy more traditional wireless
coverage. In cases where these networks are used to support voice communi-
cation it is essential that the capacity is maximised while providing high levels
of user QoS.

WMNs primarily rely on IEEE 802.11 technology, more commonly called
WiFi. This choice is motivated by the low cost of hardware and the unli-
censed spectrum in which it operates. However, IEEE 802.11 was not initially
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designed for real-time multimedia applications such as VoIP; this problem is
further exacerbated in a WMN environment due to the multi-hop nature of
such networks.

A large amount of work can be found in the literature proposing various
solutions to improve the voice call quality and number of supported VoIP
calls over a WMN. The majority of these solutions focus on packet aggre-
gation, which works by combining multiple small VoIP packets into a single
frame before transmission, hence lowering the number of frame transmissions
required, which further reduces the probability of collision. The reader is en-
couraged to visit Section 2.3.3.2 for more details on the 802.11-specific frame
aggregation feature.

As explained in Section 2.1.2, VoIP call quality is affected by a number of
factors. These include the voice codec, the absolute end-to-end delay (mouth-
to-ear delay), packet delay variation (jitter), and packet loss. Both packet loss
and jitter are easily obtained by examining the RTP header information over
which VoIP calls are transported. However, the absolute delay is hard to de-
termine, firstly because the RTP header information does not contain absolute
delay information and secondly because the WMN nodes are not time syn-
chronised. The reader was presented in Section 4.2 with the details about how
the packet delay can be obtained when the nodes are synchronised, and how
this delay feeds into the calculation of the iMOS.

As already emphasized at the beginning of this Chapter, intermediate
nodes are not able to avail of the RTT measurement to calculate the iMOS.
For WMN deployments, this issue is addressed by another contribution of
this work, which is the development of a novel method of obtaining the abso-
lute delay of VoIP packets traversing a WMN.

The reference WMN topology used throughout this Section is depicted in
Figure 4.7. The focus of this work is not on the client-to-AP link, but rather on
the relay-to-relay links which interconnect the mesh nodes. These links carry
the traffic between APs and the network’s gateway. This is done in a multi-
hop fashion between relays; for this reason a significant delay may build-up
and loss may occur due to bottlenecks and congestion across the WMN.

The price for wireless hardware has dropped over the last years, making
it feasible to install multiple wireless interfaces in a single mesh node. In
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Figure 4.7: Targeted WMN Deployment Scenario
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the case of a WMN utilising 802.11 equipment, it is possible to use multiple
radio interfaces to increase the system’s capacity by allowing multiple wireless
communication channels to be used simultaneously between relays.

4.3.1.2 VoIP Capacity

VoIP capacity is the maximum number of calls a network can support with
guaranteed call quality. The call quality threshold is typically specified as a
MOS value. The VoIP capacity analysis requires the iMOS reported by the
WMN’s gateway as an input. Since two packet streams are required to trans-
port the VoIP packets between the caller and callee, the iMOS and the derived
VoIP capacity is measured on each direction. Considering the caller is a user
of the WMN, then the VoIP traffic flowing away from the caller is the uplink
traffic and the VoIP traffic flowing towards the caller is the downlink traffic.

Some aspects are omitted in the literature regarding how the actual VoIP
capacity is measured. The majority of previous works consider only the mean
voice call quality over all calls in the network, as the threshold for VoIP capac-
ity. This produces inaccurate call capacity measurements as in this case some
calls may have very poor call quality while others have very high call quality.
This makes it extremely difficult to state what the actual capacity is. In this
work, besides the mean of the call quality, the standard deviation of the mean
call quality is also considered in order to improve the accuracy of the VoIP
capacity measurement within the WMN.

In order to highlight the differences between different statistical metrics
which can be used in calculating the overall iMOS, we provide in Table 4.1 a
numerical example of hypothetical iMOS measurements. The rows in Table
4.1, show iMOS samples for the downlink (DL) and the uplink (UL), for M
calls transported over the WMN. The overall mean quality per call, per call
direction, is obtained by computing the mean of the samples (µ(iMOS)). The
variations of the quality per call, per call direction, are captured by the stan-
dard deviation of the samples (σ(iMOS)). The overall mean quality of all calls
supported by the WMN is obtained by computing the mean of the means
(µ(µ(iMOS))), also known as the grand mean. The variation of the mean
quality among all calls is captured by the standard deviation of the means
(σ(µ(iMOS))).
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Table 4.1: Obtaining the Mean (µ) and Standard Deviation (σ) of iMOS

iMOS µ(iMOS) σ(iMOS)

Call DL UL DL UL DL UL

call1 3.90, 3.90, ..., 3.80 3.73, 3.81, ..., 3.69 3.88 3.78 0.4 0.6
call2 3.82, 3.80, ..., 3.80 3.70, 3.73, ..., 3.75 3.81 3.71 0.2 0.3

... ... ... ... ... ... ...
callM 3.85, 3.80, ..., 3.75 3.75, 3.70, ..., 3.65 3.80 3.70 0.5 0.5

µ(µ(iMOS)) 3.74 3.84
σ(µ(iMOS)) 0.04 0.06
µ(σ(iMOS)) 0.33 0.53

It is important to consider the mean of the standard deviations (µ(σ(iMOS)))
as this captures the overall variation of all calls’ quality. This value is higher
than the standard deviation of the means (σ(µ(iMOS))). The numerical ex-
ample supports this fact which is demonstrated by the following arguments:
a few users may already experience call quality which falls below the iMOS
threshold, before the moment when the mean of the overall call quality (µ(µ(iMOS)))
has reached the threshold; hence the minimum between the standard devia-
tion of the means (σ(µ)) and the mean of the standard deviations (µ(σ)) of
the call quality should be considered as the iMOS threshold of the VoIP ca-
pacity. It is worth noting that other works do not consider these metrics and
primarily focus only on the mean call quality values (µ(µ(iMOS))). This work
addresses these shortcomings.

Further, the VoIP capacity is obtained by monitoring the overall mean qual-
ity of all ongoing calls, while the number of calls is linearly increased, usu-
ally by one call at a time. The network’s VoIP capacity is reached when the
measured call quality falls under the specified iMOS threshold. A common
procedure in the literature [97–99] is to consider the threshold around 3.6 on
the MOS scale, or the equivalent of 70 on the R scale (see Section 2.1.2.1).
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4.3.2 The Delay Piggy-Backing Mechanism (DPBM)

This subsection provides a detailed overview of the proposed DPBM with
a particular focus on the targeted WMN scenario. Another key element of
the proposed mechanism is the algorithm which governs how packets are
enqueued at each hop and hence this is also described.

As a packet traverses a network, the main contributor to the overall packet
delay is usually the waiting time in the outgoing queues. This delay is directly
related to the queue size, data rate and the MAC mechanism employed. The
delay can be kept to a minimal value in the case of wired networks such
as ethernet-based networks. However, in the case of 802.11-based wireless
networks, the waiting time is influenced by the load and congestion of the
wireless medium.

802.11 utilises a CSMA/CA-based DCF for medium access control. DCF
uses a listen-before-transmitting approach with an exponential random back-
off timer. This back-off introduces a medium access delay which can increase
significantly as more nodes attempt transmission hence creating congestion
over the medium. These waiting times are directly reflected in the absolute
packet delay, and are further exacerbated in the case of 802.11-based WMNs
due to the use of multiple hops from the user to the gateway.

A QoS-enabled WMN is assumed in this work, in order to maximise voice
call quality. As such, each mesh node has four different outgoing queues on
each of its interfaces. Each of the four queues is destined for one of the four
ACs defined by the 802.11e protocol [46]. The ACs are: AC_BK for Background
traffic, AC_BE for Best Effort traffic, AC_VI for Video traffic, and AC_VO for
Voice traffic.

The DPBM proposed in this work measures the cumulative queuing delay
for each VoIP packet which passes through the AC_VO queues of the WMN
nodes encountered. Just before the scheduler dequeues a VoIP packet for
transmission, the total amount of waiting time of that VoIP packet in that
WMN node, is attached to the packet itself in a delay field. The value of the
delay field is initialised to zero by the first WMN relay which received the VoIP
packet from a WMN client. At each relay the queuing delay is added to the
total delay in the delay field such that, at each relay, the delay field contains the
total delay experienced by the VoIP packet since entering the WMN. Each
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relay uses the delay field to insert the VoIP packet at a specific location in the
outgoing queue. The packets are enqueued in such a way, that old packets are
placed closer to the head of the queue. In this work, Push-In-First-Out (PIFO)
queues are used for the AC_VO queue in order to leverage the potential of the
DPBM.

In a standard First-In-First-Out (FIFO) queue, packets are always enqueued
at the last position, if space allows, whereas in a PIFO queue, packets are
enqueued at a position calculated based on a comparison criteria. In the case
of the DPBM being proposed here, the criteria for comparison is the delay
value found in the delay field. Algorithm 4.1 shows how the PIFO queue works
in the DPBM implementation. The actual NS-3 code used to implement a VoIP
PIFO queue in this work, is presented in Appendix A.3.

Algorithm 4.1: Pushing a VoIP packet into the PIFO queue
input: cp (current VoIP packet), Q (destination queue)

if Q is empty then
enqueue cp at head of queue Q;
RETURN;

else
for p← Q.begin() to Q.end() do

if TSWMN(cp) > TSWMN(p) then
if length(Q) == MAX_SIZE then

drop Q.end();
push cp in Q;
RETURN;

else
p ++; // increment queue index

if length(Q) < MAX_SIZE then
enqueue cp, the youngest packet, at Q.end();

else
drop cp, the youngest packet;

RETURN;

The algorithm receives two parameters as input, the current VoIP packet
(cp) that has to be pushed-in, and the VoIP queue (Q) where cp is to be placed.
Packets already belonging to Q (if any) are denoted with p. If Q is empty,
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cp is placed at the first position; else, the insertion position is determined
by iterative comparisons between the delay value of cp and the ones of the
packets belonging to Q via the TSWMN (Time Spent in the Wireless Mesh
Network) function.

The TSWMN function returns the content of the delay field when called for
cp. It returns the content of the delay field added to the time interval during
which p waited in Q from its enqueueing moment until now, when called
for p. When cp’s delay is bigger than the delay of a p, then cp is pushed-in
right before that p, but not before Q’s current length is verified. If Q’s current
length is equal to its maximum size, then the last packet of Q, which is also
the youngest packet in Q, is dropped. If this for loop reaches the end of Q,
then, if Q’s current length is less than its maximum size, then cp is added to
Q. Otherwise, cp is dropped as Q is full and all its packets are older than cp.

PIFO queues require more computational power during the push-in phase
than normal FIFO queues. The authors of [100] present a possible implemen-
tation of PIFO queues. Their performance evaluation showed that current
hardware is able to cope with the increased processing power imposed by
PIFO queues. However, PIFO queues were not attractive in the past as the
extra processing power needed would render the equipment financially pro-
hibitive.

As previously mentioned, the global cumulative packet delay is a piece of
information contained in the packet itself in the delay field. Two options are
available for placing the cumulative delay value into a VoIP packet. First by
modifying an existing packet header to accommodate a new field, or second,
creating a new proprietary packet header. The first option is more desirable, as
there are many packet headers which support experimenter fields, allowing to
piggy-back some information over the network using existing packet headers.

For VoIP, an end-to-end delay of more than 150ms has negative effects
on the voice call quality, whereas an end-to-end delay of more than 400ms
significantly degrades the conversation interactivity [31]. Considering these
values, a delay field that can store delay values up to 256ms is well suited;
hence, an eight-bit field is required.
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Table 4.2: Simulation Setup

Parameter Value

Simulator NS-3.10 [101]
Topology Grid 4x4

Distance between nodes 125 m
Number of interfaces 2 for AP-to-AP

1 for AP-to-MN
WiFi Mode 802.11a for AP-to-AP

802.11g for AP-to-MN
WiFi Data Rate 6 Mbps
Access Method CSMA-CA

Propagation Model LogDistancePropagationLossModel
Path Loss Exponent: 3
Reference Distance: 1 (m)
Reference Loss: 46.667 (dB)

Error Rate Model YansErrorRateModel
Remote Station Manager ConstantRateWifiManager

WiFi interfaces queue size 50 packets
Routing Algorithm Fixed routes, pre-discovered by OLSR

Aggregation Type Hop-by-hop
Call Type Full-duplex

Call Duration 120 seconds
Voice codec G.729a+VAD

20 bytes @ 20 milliseconds
Call Quality Assessment Method E-Model [31]

Ie = 11
Bpl = 19
A = 0

Speech Model ITU-T/P.59 [6]
VoIP capacity threshold R=70 (MOS=3.6)

Number of simulation seeds 5
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Figure 4.8: Simulation Topology and Call Placement

4.3.3 Simulation Parameters

This section describes the simulation scenario and all relevant parameters used
to validate the proposed mechanism and produce the results presented in
Section 4.3.4. Table 4.2 provides all pertinent values used to parameterise the
simulations.

The network topology is a 4 by 4 grid with the WMN gateway located at
one corner (Figure 4.8). The inter-node distance is 125 meters and the physical
link data rate is set to 6Mbps between relays. The relatively large inter-node
distance ensures that relays can not communicate with other relays located
diagonally.

Each relay is equipped with three interfaces: two for relay-to-relay commu-
nication and one interface for AP-to-user communication. The relay-to-relay
interfaces are configured such that one interface supports the uplink traffic
while the other the downlink traffic.

The default queue size in NS3 is 400 packets per Access Category (AC),
however this is not a realistic queue size. In this work a queue size of 50
packets per AC was used. This represents the current default queue size used

77



4.3 Measuring the iMOS in VoIP over WMN Deployments

by the most widespread wireless drivers, MadWiFi [102] and ath5k [103].

The routing table entries are statically assigned. Any WMN routing proto-
col would introduce statistical artefacts, hence hindering the drawing of sta-
tistically significant conclusions from the results. However, it is worth noting
that Optimized Link State Routing Protocol (OLSR) was used for initial route
discovery but was prevented from making route modifications after VoIP calls
started to be injected.

One full-duplex VoIP call is established by each user, with a call length
of 120 seconds which is in accordance with reports showing data about the
average phone call duration [58]. Each call is established between a caller and
a callee which is located outside of the WMN. No VoIP calls are placed on
the gateway as these VoIP packets would be directly forwarded to the wired
interface’s packet queue and would not be transported over the WMN, and
therefore may bias the results.

There are four possible mechanism combinations which are used for eval-
uating the effects of the DPBM and the Aggregation Mechanism (AM). These
are:

• A: DPBM Disabled & AM Disabled;

• B: DPBM Enabled & AM Disabled;

• C: DPBM Disabled & AM Enabled;

• D: DPBM Enabled & AM Enabled;

The simulations are carried out in batches, one simulation batch per num-
ber of injected calls. The number of injected calls is incremented from 1 to
100 in steps of one, resulting in a total of 100 simulation batches. In each
batch, each of the four mechanism combinations mentioned above is simu-
lated five times, each time with a different simulation seed. The total number
of simulations performed in this work is:

100 injected calls ∗ 4 mechanism combinations ∗ 5 simulation seeds = 2000 simulations

During each simulation run, there is a ramp-up period during which calls
are randomly initiated with different starting times to avoid traffic source syn-
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chronisation issues. However, the region of interest is when all calls are si-
multaneously active. Each call is active for 120 seconds and is denoted as Call
Duration in Table 4.2.

Figure 4.8 shows the call distribution when 100 calls run concurrently. This
distribution is one instance of the approximative 312× 1015 possible combina-
tions of distributing 100 calls over 15 nodes1. Testing all possibilities is not
feasible, given the very large amount of time and processing resources neces-
sary. Hence, we chose to use a uniform distribution, which would not bias the
results towards the best or the worst case scenario.

4.3.4 Results Analysis

4.3.4.1 Comparison methodology

From the four cases of mechanism combinations between the DPBM and AM
described above, A is the case where neither of the two mechanisms is enabled.
This reference case, which shows the influence of a plain 802.11e-based WMN
on VoIP calls, is used as the basis for comparison for the other three cases. The
comparison is done for the overall mean of the call quality (µ(µ(iMOS))), VoIP
capacity, and for the variation of the call quality represented with a grey area
around the mean. Specifically, the variations are: µ(µ(iMOS)) ± µ(σ(iMOS))
for the mean of the standard deviations, and µ(µ(iMOS)) ± σ(µ(iMOS)) for
the standard deviation of the means, as explained in section 4.3.1.2 with the
help of Table 4.1.

Figure 4.9 is used as the reference plot for the following explanations. To
determine which overall mean call quality (µ(µ(iMOS)) depicted with m in
the plot) is higher, the size of the area between the curve representing the
µ(µ(iMOS)) and the x axis are compared. This comparison is done for cases
B, C, and D against case A. The results of the comparisons are depicted in the
plots as the percentage of improvement under the label m. The size of the areas
around the mean are used to determine which variation is smaller. The results
of the variation comparisons are depicted under the label v1 which represents

1The formula used to calculate the number of combinations possible for 100 similar calls to
be distributed over 15 nodes is Cc+n−1

n−1 = (c+n−1)!
(n−1)!c! , where c=100 calls and n=15 nodes.
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the µ(µ(iMOS)) ± µ(σ(iMOS)) and v2 which represents the µ(µ(iMOS)) ±
σ(µ(iMOS)) as the percentage of improvement compared to case A.

The call quality analysis for the uplink (Figure 4.9) and downlink (Figure
4.10) is presented in separate plots, as there is an obvious difference between
the two cases, as described below.

In addition to presenting the results for the call quality on the uplink and
downlink, the performance analysis of the other three metrics is presented.
Specifically for the delay, packet loss, and jitter (Figures 4.12, 4.13, 4.14, 4.15,
4.16, 4.17), using the same comparison procedure. It is worth noting that the
percentages depicted in the plots represent relative improvements to case A.

4.3.4.2 VoIP Call Quality and VoIP Capacity Evaluation

Figure 4.9 depicts the results obtained for the call quality and VoIP capacity on
the uplink direction. This shows that the call quality, variations of call quality,
and VoIP capacity increased for cases C and D with respect to case A, however
there was no significant increase between themselves. This means that, in the
uplink direction, the DPBM had very little impact. This is due to the traffic
pattern on the uplink, where all VoIP packets are forwarded towards a single
node–the network gateway. There are few packets available for aggregation
on the Access Points (APs) further away from the gateway, hence only a small
improvement can be observed.

However, in the downlink direction as shown in Figure 4.10, the situation
changes. The aggregation mechanism takes advantage of the fact that VoIP
packets are always available for aggregation at the gateway. It can be seen
that, between cases C and D, the mean call quality remains relatively similar,
however the variations around the mean are smaller when the DPBM is used
to enhance the effects of the aggregation mechanism, by about 7% for both v1
and v2. A smaller variation in case D indicates that the DPBM achieves a more
fair distribution of call quality perceived by the users across the network. The
other important effect of our proposed DPBM is the increase in VoIP capacity.
The VoIP capacity is determined at the intersection of the m, lower part of v1
are and lower part of v2 are with the VoIP capacity threshold, i.e. MOS=3.6. It
can be seen in Figure 4.10 that case D shows an improvement of 3 extra calls,
or 6% capacity improvement, over case C.
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Figure 4.9: MOS versus number of injected calls on the uplink. The inter-
section of the threshold line (iMOS=3.6) and the curves represent the VoIP
capacity measurements. Legend: m represents the µ(µ(iMOS)), v1 represents
µ(µ(iMOS))± µ(σ(iMOS)) and v2 represents the µ(µ(iMOS))± σ(µ(iMOS)).
The circled values on the plot are VoIP capacity measurements.

It can be seen that different ways of measuring the VoIP capacity can
lead to different results, as shown in Figures 4.9 and 4.10. When intersect-
ing the quality threshold, i.e. MOS=3.6, with the m curve and the lover
parts of the v1 and v2 areas, the resulting VoIP capacity has different val-
ues, and the lowest value is more accurate. This value corresponds to the
µ(µ(iMOS)− µ(σ(iMOS) curve, and should be considered when performing
VoIP capacity analysis in future works in the field.

4.3.4.3 Delay Measurement Accuracy Evaluation

Figure 4.11 shows the accuracy of the delay measurements obtained at the
WMN’s gateway for the uplink and downlink, for cases B and D where the
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Figure 4.10: MOS versus number of injected calls on the downlink. The in-
tersection of the threshold line (iMOS=3.6) and the curves represent the VoIP
capacity measurements. Legend: m represents the µ(µ(iMOS)), v1 represents
µ(µ(iMOS))± µ(σ(iMOS)) and v2 represents the µ(µ(iMOS))± σ(µ(iMOS)).
The circled values on the plot are VoIP capacity measurements.

DPBM is enabled. The accuracy is measured as the difference between the
grand mean of the actual delay and the grand mean of the delay obtained
from the delay field. This is enabled because the simulator keeps all nodes
synchronized, thus the actual delay can be measured as timestamp difference.
However, in a real WMN deployment this measurement can not be obtained as
the nodes are not time synchronised. Even if the nodes are time synchronised,
that would impose a large overhead, as it could be seen in Section 4.2.1.1 and
[93].

It can be seen that the delay difference is negative for a total number of
injected calls lower than 50. The DPBM adds at least 1 millisecond to the
delay field, even when a packet does not wait at all in the AC_VO queue. As
a result, the value in the delay field is equal to the number of hops in low
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Figure 4.11: Accuracy of the piggy-backed delay value. The points in the plot
represent the difference between actual delay and the piggy-backed delay

network load conditions. In the same low load conditions, the actual packet
delay shows values close to 0. This explains the negative values when the total
number of injected calls is lower than 50.

The delay difference for case B where only the DPBM is enabled when
the network load is around capacity, on both uplink and downlink, is very
low which means that the proposed DPBM is able to provide accurate delay
measurements for the iMOS calculation process.

In case D, where both the DPBM and aggregation mechanism are enabled,
the delay difference is positive, with values below 20 milliseconds, with lower
differences on the downlink than on the uplink. In other words, the actual
delay is higher than the delay retrieved from the delay field. The difference
represents the time needed to transfer or to retransmit the aggregated frame.
This time is not captured by the proposed DPBM, however an extension to the
DPBM to include these time is proposed as future work.
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It is noteworthy that as the network approaches its VoIP capacity the de-
lay field contains very accurate delay measurements, thus assuring the iMOS
measurement is also accurate.

4.3.4.4 Delay, Packet Loss and Jitter Evaluation

The performance of the delay, packet loss, and jitter, on the uplink and down-
link, are depicted in Figures 4.12 and 4.13, Figures 4.14 and 4.15, and Figures
4.16 and 4.17, respectively. It can be observed that on the uplink, the re-
sults show a similar pattern to the call quality analysis, which showed that
the DPBM provides little help to the aggregation mechanism due to limited
availability of VoIP packets.

However, on the downlink path of these cases, the results show an overall
improvement of case D of about 7% in terms of metric variation around the
mean. Another aspect worth noting is the smaller slope of the m curves for the
delay, packet loss, and jitter, for case D. This means that the DPBM lowered
the negative effects of these metrics on the perceived call quality.
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Figure 4.12: Delay versus number of injected calls on the uplink. Legend:
m represents the µ(µ(Delay)), v1 represents µ(µ(Delay))± µ(σ(Delay)) and v2
represents the µ(µ(Delay))± σ(µ(Delay)).
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Figure 4.13: Delay versus number of injected calls on the downlink. Legend:
m represents the µ(µ(Delay)), v1 represents µ(µ(Delay))± µ(σ(Delay)) and v2
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Figure 4.14: Packet loss versus number of injected calls on the uplink.
Legend: m represents the µ(µ(PacketLoss)), v1 represents µ(µ(PacketLoss)) ±
µ(σ(PacketLoss)) and v2 represents the µ(µ(PacketLoss))± σ(µ(PacketLoss)).
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Figure 4.15: Packet loss versus number of injected calls on the downlink.
Legend: m represents the µ(µ(PacketLoss)), v1 represents µ(µ(PacketLoss)) ±
µ(σ(PacketLoss)) and v2 represents the µ(µ(PacketLoss))± σ(µ(PacketLoss)).
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Figure 4.16: Jitter versus number of injected calls on the uplink. Legend: m rep-
resents the µ(µ(Jitter)), v1 represents µ(µ(Jitter))±µ(σ(Jitter)) and v2 represents
the µ(µ(Jitter))± σ(µ(PacketLoss)).
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Figure 4.17: Jitter versus number of injected calls on the downlink. Legend: m
represents the µ(µ(Jitter)), v1 represents µ(µ(Jitter))± µ(σ(Jitter)) and v2 repre-
sents the µ(µ(Jitter))± σ(µ(Jitter)).

These results are for a WMN scenario in which VoIP users are uniformly
distributed across the network. This is chosen in such a way as to not bias the
results, however in a scenario in which users are not uniformly distributed,
the improvement achieved by the DPBM would be even more significant.

4.3.5 Summary

This work proposes a novel packet prioritisation and aggregation mechanism
for improving the quality and capacity of VoIP in WMNs. The absolute net-
work delay of packets traversing the WMN is accurately measured using the
proposed DPBM. The delay thus obtained is used to prioritise more delayed
VoIP packets over less delayed VoIP packets. The results show that the pro-
posed DPBM improves the system’s capacity and fairness, by providing a
more even distribution of packet delay across the WMN.

Extensive simulations were performed in NS3 to validate the proposed
mechanism. Results show performance increases in call quality, call quality
variation, VoIP capacity and fairness of the call quality distribution over a
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realistic WMN architecture.

The proposed mechanism performs better on the downlink path of the
VoIP packets, as the aggregation mechanism is able to build larger aggre-
gated frames which carry the more delayed VoIP packets that are prioritised
by the DPBM. The variations of the call quality, delay, packet loss, and jit-
ter, decreased by about 7% in the case where the proposed DPBM enhanced
the performance of the aggregation mechanism. The decrease in variation
means the network acts more fairly in distributing the perceived call quality.
In addition to the reduction of variation, the achieved VoIP capacity has also
increased, when using the proposed DPBM, by about 3 calls, which represents
an improvement of about 6% in the number of supported VoIP calls.

A key contribution of this section’s work is providing a complete method-
ology for measuring the overall call quality and capacity of VoIP calls over a
WMN. The work highlights some omissions in previous works. Specifically,
omitting important statistical concepts such as the standard deviation of the
measured call quality scores, can lead to overrated VoIP capacity values.

4.4 Summary

This Chapter introduced the iMOS concept, which is a call quality assessment
method different from the existing ones, as the real-time call quality is accu-
rately measured at an intermediate point in the path of VoIP packets.

The iMOS depends on accurate packet delay measurements, which de-
pend on the underlying transport technology. The usage of the iMOS in two
use-cases involving the latest wireless access technologies was studied. Specif-
ically, the iMOS was tailored for the specifics of the LTE Femtocell Networks
and 802.11-based Wireless Mesh Networks deployments.

The packet delay proves relatively easy to obtain in LTE femtocell deploy-
ments as LTE time synchronization requirements reduce the packet delay cal-
culation to a mere time difference calculation. The iMOS proves useful for the
MNO by isolating network issues, which could lead to unsatisfied femtocell
users. It was shown that in the absence of the iMOS measurements, the MNO
would not be able to locate network issues on the path between the caller and
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the callee. A DSL backhaul connection was considered for the femtocell traffic
backhaul, in which the DSLAM was indicated as a possible bottleneck.

In the last part of the Chapter, the 802.11-based Wireless Mesh Networks
are considered as the wireless access technology for clients using VoIP appli-
cations. The delay calculation in this case proves more difficult to obtain, and
a mechanism called the Delay Piggy-Backing Mechanism (DPBM) was pro-
posed to address that. The iMOS can be calculated using the DPBM in the
WMN gateway node, thus opening the way for the development of a large
variety of call quality assurance solutions.

This Chapter stands as the basis for Chapter 5, where iMOS-based Call
Admission Control solutions are developed for the two latest wireless access
technologies investigated throughout this thesis.
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CHAPTER

FIVE

IMOS-BASED CALL ADMISSION CONTROL

5.1 Call Admission Control for VoIP

Section 3.3 described the role of CAC in VoIP systems, the different types
of CAC, and the work to date in this field. Chapter 4 described how the
iMOS can be obtained in femtocell networks and WMNs. This Chapter brings
the two concepts together and the result is the proposed iMOS-based CAC
mechanism.

Conceptually an iMOS-based CAC mechanism, is a passive measurement-
based CAC which uses the iMOS measurement as the base for the admission
decision. Specifically, the iMOS is permanently monitored, and the decision
regarding new call requests are taken based on aggregated values of iMOS
samples. Typically, the iMOS is checked against a pre-established threshold,
and falling under the threshold indicates the need to activate the CAC proce-
dure.

The VoIP simulation experiments performed so far, indicated that a single
extra call accepted in a network can be detrimental to the overall call qual-
ity. There are many other works which confirm this issue [63, 67–73]. Since
the impact of accepting a new call request can not be determined before the
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request is actually accepted, two possible solutions exist to alleviate the prob-
lems caused by that extra call:

• Increase allocated resources: When the allocated bandwidth for the VoIP
calls is a managed resource, then this allocation can be extended to allow
timely delivery of the extra traffic, and avoiding buffer overflows leading
to packet dropping.

• Dropping existing calls: When allocating extra resources is not possible,
then the ultimate solution is to drop a few ongoing calls until the call
quality is restored.

The first solution can be used in the case of DSL femtocell deployments,
where the bandwidth allocated for VoIP calls in the DSLAM can be adjusted to
maximize the number of accepted calls from a large number of call requests.
This scenario is described below in Section 5.2.

The second solution is employed in WMN networks, where the entire
available bandwidth is used, and thus extending this resource is not possi-
ble. Many criteria specifying which call to be dropped can be developed,
however in this work the call with the lowest iMOS is the prime candidate for
dropping. The VoIP over WMN scenario and the specifics of the developed
iMOS-based CAC mechanism are described in Section 5.3.

5.2 iMOS-based CAC in DSL-backhauled Femtocell De-
ployments

5.2.1 Description

This Section addresses the problem of congestion that can occur when a large
number of femtocells utilise DSL connections as a backhaul link. An iMOS-
based CAC mechanism is proposed here to enable a CAC mechanism to pre-
vent femtocells from accepting more calls, based on call quality measure-
ments. Since the bottleneck is the DSLAM, a bandwidth negotiation algo-
rithm is proposed between the femtocell operator (the MNO) and the DSL
operator (the ISP). The algorithm developed is suitable for Self-Organizing
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Networks (SONs) deployments and can be driven by a number of parameters
that can be adjusted by operator-defined policies.

5.2.1.1 Targetted Femtocell Architecture

The network architecture shown in Figure 5.1 depicts a typical femtocell over
DSL deployment scenario. This architecture is used as reference for the pro-
posed iMOS-based CAC mechanism. It is comprised of multiple households
and small offices that have HeNBs provided by the same MNO and con-
nected through the same DSLAM to the MNO’s EPC network, through the
Broadband Network Gateway (BNG). It is assumed that each HeNB is con-
nected to a DSL broadband router.

The femtocell connects to the HeNBGW through the customer’s fixed
broadband connection, typically a DSL connection. This critical backhaul seg-
ment is often neglected in both research work and in real femtocell deploy-
ments; it is assumed to be of secondary importance to the radio link between
the mobile unit and the femtocell. Although the femtocells transport both
voice and data, due to their real time requirements the voice connections are
much more sensitive to constraints in the backhaul network where, it is often
not possible to provide guaranteed network resources.

Each voice call transported via a DSL connected femtocell is essentially
converted into a VoIP call and encapsulated into an IPSec tunnel (Figure 5.2)
for transmission to the HeNBGW located at the edge of the operator’s EPC
network. The 3GPP have defined AMR and AMR-WB as the mandatory voice
codecs for LTE deployments [104]. Each AMR VoIP call has a data rate in
the region of 5 to 24 Kbps plus overhead, depending on the codec mode that
is being used. The IPSec secured tunnelling, which is used by all femtocell
deployments, the overhead becomes comparable to the size of the actual pay-
load.

Upon egress from the femtocell each VoIP packet is tagged as voice using
the Differentiated Services Code Point (DSCP) field of the IP header. This
allows the DSLAM to identify it as VoIP traffic and provide low-latency pri-
oritization. In this work it is assumed that each MNO operating femtocells
utilizing the ISP’s network can be individually identified on a per flow basis.
This could be done by providing specific VLANs for each MNO using the ISP
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Figure 5.1: Architecture of Femtocell Deployment over DSL backhaul net-
works
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Figure 5.2: Voice over S1-U

network, therefore allowing the DSLAM to use the VLAN tag of each packet
to identify the MNO to which it belongs.

5.2.1.2 The DSLAM is the Bottleneck

In this work it is assumed that each MNO will have SLAs in place with the ISP
to provide a maximum bandwidth at each DSLAM dedicated for their VoIP
traffic. This is often referred to in the literature as the Committed Information
Rate (CIR) [105]. Typically, any additional traffic amount exceeding CIR is
tagged as noncompliant and is subject to traffic policing. Various actions can
be taken for traffic tagged as noncompliant. The most common action in such
case, is packet dropping. Another action is to tag the traffic with a special
marker, allowing it to pass through the outgoing queue, but at higher cost.
In other words, extra bandwidth is provided for that user’s flow. The extra
bandwidth is regarded as a bursty pattern, and is commonly referred to as
Excess Information Rate (EIR).

At the DSLAM all voice traffic is forwarded through the Expedited For-
warding (EF) queue. The EF queue provides the highest service level and it is
utilised for low latency and low bandwidth services such as voice. The EF’s
bandwidth is shared between users, each user receiving a share specified by
the CIR [105]. As the number of HeNB deployments increases it is likely that
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the increased voice traffic volume in the EF queue on DSLAMs will cause con-
gestion and may exceed the CIR. This will lead to high packet loss rates at
the DSLAM with a corresponding impact on the voice call quality. Therefore,
the quality of the call depends also on the level of congestion on the backhaul
link, besides being influenced by issues discovered in the literature regarding
the LTE radio link.

Although the MNO could over-provision the dedicated resources (CIR) on
each DSLAM, it would lead to increased costs. It is therefore of interest for the
MNO to minimise the maximum bandwidth that is reserved on each DSLAM
while maintaining high voice call quality for their customers.

5.2.2 iMOS-based Call Admission Control in Femtocell Networks

The solution to the above described DSLAM bottleneck issue can be solved by
employing the proposed iMOS-based CAC and dynamic resource allocation
mechanism. This mechanism is based upon the quality of on-going voice
calls passing through the HeNBGW, which is captured by performing iMOS
measurements.

The proposed iMOS-based solution is comprised of multiple steps:

• Permanently monitoring the iMOS in the HeNBGW.

• Filtering between Home Area Network (HAN) or DSLAM issues.

• Determining quality threshold crossing events.

• Managing CAC active periods.

• Negotiating temporarily EIR bandwidth for the existing calls with the
ISP.

As described in Section 4.2, it is possible to measure the iMOS in the HeN-
BGW as the LTE standard imposes strict synchronization requirements, and as
such the packet delay can be accurately obtained from timestamp differences.

Keeping track of each MOS value calculated could cause scalability issues
as normally around 50 values are obtained per second per voice call. Thus,
all iMOS values obtained in a time window are averaged. The mean value
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of these averages, or the grand mean, represents the overall call quality of
all calls. It is assumed that the HeNBGW has knowledge about the DSLAM-
to-femtocells pairs. In other words, the HeNBGW is able to calculate the
grand iMOS mean per DSLAM. The grand iMOS mean is used as the basis of
performing call admission control and resource reservation in the DSLAMs.

The flowchart in Figure 5.3 describes the decision process. The quality of
all calls passing through the HeNBGW is continually monitored in real time
and the grand iMOS mean value per DSLAM represents the impact of the
associated DSLAM’s EF queue on the call quality.

The algorithm runs on the HeNBGW for each DSLAM that serves the fem-
tocells managed by the HeNBGW, and takes as input:

• The list of all calls served by the DSLAM.

• The mean iMOS for each call, obtained for the last monitored time inter-
val.

• The default value of the CIR, specified in the SLA.

• The EIR value, specifying the maximum value of CIR that the HeNBGW
is able to request from the DSLAM, also specified in the SLA.

As output, the algorithm generates following messages which are sent
from the HeNBGW to the:

• Femtocells: These messages inform the femtocells whether to accept or
not new call requests received from nearby users.

• DSLAM: These messages inform the DSLAM to modify the current
value of the CIR (CIR_CUR) in the EF queue for the MNO which gener-
ated the request.

The algorithm is triggered at intervals of 0.5 second. The reason of choos-
ing this value is based on the findings presented in [94, 106], which show
that human subjects are able to determine a quality drop within 5 seconds.
Taking that into account, the 0.5 seconds for the CAC loop interval gives the
proposed CAC mechanism enough measurement granularity to prevent call
quality degradation from being perceived.
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Figure 5.3: Logical diagram of the proposed CAC and Dynamic Resource
Allocation Mechanism
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The first part of the algorithm checks whether or not call quality degrada-
tion is caused due to HAN issues, per call, per DSLAM. This can be achieved
statistically by eliminating the outlier calls falling outside a confidence interval
around the grand mean of the iMOS, which is expressed in the diagram with
gm(iMOS). The 95% confidence interval range is chosen as the threshold for
outlier detection. The outlier calls are filtered out and flagged as having HAN
problems. A new grand iMOS mean value is computed for the remaining
calls, which are those without HAN problems.

The second part of the algorithm verifies the grand iMOS mean against
a pre-defined call quality threshold. The threshold chosen in this work is
iMOS=3.8, and it represents the middle of the Some users dissatisfied call quality
categorisation. However, this value can be adjusted by the MNO to any value,
which should be higher than the value specified in the SLA. Typically no MOS
values are specified in the SLAs yet, however based on the current trends in
VoIP deployments, a MOS value or another call quality metric should be used
as the basis for SLAs.

If this iMOS value is less than 3.8 then the HeNBGW informs all femtocells
served through that specific DSLAM to reject new call requests. If the CIR
value can be increased, then the DSLAM is asked to increase the CIR to allow
its EF queue to clear the backlog of packets.

If the average gm(iMOS) becomes higher than 4.0, then the extra allocated
CIR is decreased only if the number of ongoing calls has decreased. The CIR_-
CUR value for the DSLAM’s EF queue is decreased until it reaches the value
of the default CIR that was specified in the SLA, i.e. CIR_DEF.

If the gm(iMOS) is between 3.9 and 4 then the femtocells are instructed
to accept new call requests. It can be observed that the iMOS zone between
3.8 and 3.9 does not cause any actions in the network. This zone is used as a
buffer zone, to avoid causing the algorithm to have a ping-pong effect.

It is also important to note that the communication between the MNO
and the ISP entities is not as direct as it is between the HeNBGW and the
femtocells. Two ways of creating the required interface between the MNO and
the ISP are proposed. These are depicted in Figure 5.4:

• Option 1 would be a proprietary interface developed by the ISP to allow
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Figure 5.4: Femtocell Deployment Architecture with emphasis on MNO-to-ISP
massage interchange
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the MNO to have limited dynamic resource allocation capabilities in the
DSLAM.

• Option 2 would utilise an interface being defined by both the Broad-
band Forum and 3GPP for fixed/mobile convergence [26]. This PCRF
to Broadband Policy Control Function (BPCF) interworking would al-
low the MNO to push resource allocation requests to the fixed access
network.

Option 1 is a direct way for the MNO to operate on the bottleneck issue,
however proposing a new interface demands a lot of effort from the standard-
ization bodies.

Option 2 is more desirable, as it already uses existing interfaces. It is an in-
direct way of enabling the HeNBGW and the DSLAM to exchange parameters.

An alternative approach to that described in this work would be to allocate
resources the moment call requests are received in the HeNBGW without re-
quiring any call quality monitoring. However, although we assume that there
is an EF queue per MNO or subscriber, this queue may be shared by other EF
traffic sources in the HAN network. As such, fixed resource allocation could
not determine if the allocated resources were sufficient to support high quality
voice.

5.2.3 Simulation Parameters

The proposed solution was implemented and validated through simulations
using the Network Simulator 3 (NS3) [101]. The simulated scenario is depicted
in Figure 5.5. It consists of UEs which generate VoIP traffic and are associated
with femtocells. For ease, a wired link between the UEs and femtocells is
used, as the radio link is not the scope of this work.

A total of 50 femtocells are simulated, each having 4 UEs associated. The
figure of 50 femtocells was derived from the fact that the DLSAM has a sub-
scriber capacity of around 1000, and about 5% of that is reasonably to envisage
that it would potentially serve femtocells. All UEs are connected to the fem-
tocell through a 10 Mbps low delay link. The femtocells are connected to the
DSLAM using DSL links with a speed of 100 Mbps and a link delay of 1 ms.
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Figure 5.5: Simulation Setup

An additional femtocell serving one UE is used to create a HAN problem
scenario, for which the link speed was decreased to 73 kbps.

In order to accurately emulate DSLAM behaviour, DSLAM recommenda-
tions from Cisco [105] were used to provide a number of DSLAM parameters
including the buffer size used for traffic shaping which is based on link speed.
A typical DSLAM egress link speed is 10 Gbps, as per datasheets [105]. The
10 Gbps link forwards the calls further to the HeNBGW where the iMOS is
measured. The HeNBGW-DSLAM and HeNBGW-femtocell connections are
done out-of-band, for simplicity reasons. A total number of 201 callees are
simulated. For simplicity all the callees are connected to the HeNBGW via
high speed, low latency connections.

The CIR value for the EF queue in the DSLAM was set to 10 Mbps and the
EIR value was set to 15 Mbps. These values are chosen as such to lower the
number of calls that have to be simulated. In reality these values may vary,
but the concept presented here will be still valid. The mechanism residing in
the HeNBGW verifies, out-of-band, the value of the current CIR setting in the
DSLAM, in order to assure that the EIR limit is not exceeded.

The VoIP calls in the simulation are consecutively generated with an incre-
ment of 0.5 seconds plus a random variable in the range [0.00, 0.10] seconds
with a granularity of 10 microseconds. This high time resolution is needed to
assure source de-synchronisation. A simulation time of 300 seconds was cho-
sen and 201 full-duplex VoIP calls are simulated with call durations ranging
from 90 to 290 seconds. The voice calls are torn down in the same randomised
manner as they are created.
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For ease of implementation, only two modes of the AMR speech codec, i.e.
AMR 12.20 and AMR SID were implemented in the NS3 VoIP applications.
A simplified speech model is used in this work. Specifically, the switching
between speech activities (i.e. speaking or silence), is specified by a speech
activity parameter which is set for each call as a random value between 30%
and 80%.

An estimate of the upper bound of the number of calls able to pass through
the DSLAM without call degradation, is determined based on the values of 10
Mbps set for the CIR. Assuming all headers and AMR_12.2 payload size spec-
ified in Figure 5.2, then a total of 176 bytes are transmitted per VoIP packet.
Based on this, the data rate per call is computed as:

176 bytes
packet ∗ 8 bits

byte ∗ 50 packets
sec = 70.4 kilobits

sec

Using a CIR value of 10 Mbps in the EF queue, the maximum number of
supported calls can be calculated as:

10 megabits
sec : 70.4

kilobits
sec

call ≈ 140 calls

In other words, it is expected that the results will show CAC activity
around the value of 140 calls.

The iMOS measurements in the HeNBGW computes the grand iMOS mean
of all on-going voice calls every 0.5 seconds. This value was chosen as a rea-
sonable trade-off between maintaining high quality voice calls and reducing
the level of overhead.

5.2.4 Results Analysis

This section presents the simulation results obtained using the setup described
in the previous section. In order to obtain a baseline for the results, a simu-
lation was performed without the proposed iMOS-based CAC and Dynamic
Resource Allocation Mechanism in place. The results of this simulation are de-
picted in Figure 5.6 and show the average MOS and the number of on-going
calls over time.

As can be seen, without the proposed mechanisms in place, all calls are ac-
cepted by the femtocells and voice packets are forwarded from the EF queue
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Figure 5.6: iMOS and Number of Active Calls versus Time when the iMOS-
based CAC and Dynamic Resource Allocation Mechanism is Disable

as soon as they arrive. As the number of calls increases, the bandwidth limita-
tion on the EF queue will cause packets to accumulate, until at some point the
buffer will overflow resulting in dropped packets. At this point the gm(iMOS)
degrades rapidly. From Figure 5.6 it can be determined that the maximum
number of calls that the DSLAM can accommodate is approximately 140,
given our specific simulation setup and assumptions. This confirms the ex-
pectations raised after this figure was determined analytically in the section
describing the simulation setup (Section 5.2.3).

The fact that all voice calls are degraded draws attention to the difference
between circuit switched and packet switched voice traffic. In circuit switched
networks dedicated time slots are allocated for voice traffic at call setup time,
while in packet switched networks voice packets from different voice calls
potentially share the same packet forwarding capacity at each network router.
In other words, accepting all call requests results in EF queue overload which
further leads to quality degradation. This further highlights the need for a
CAC.

Figure 5.7 presents results for the simulation when the iMOS-based CAC
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Figure 5.7: iMOS and Number of Active Calls versus Time when the iMOS-
based CAC and Dynamic Resource Allocation Mechanism is Enabled

and Dynamic Resource Allocation Mechanism is enabled. It can be seen that
when the gm(iMOS) drops, the feedback mechanism temporarily rejects any
new call requests and consequently the gm(iMOS) is restored to a high level.
It can be observed that the first time the gm(iMOS) drops under the desired
quality level, the total number of active VoIP calls is around 140, which again
validates the assumption based on the numerical analysis.

Figure 5.8 shows a plot of the CIR modification requests made by the algo-
rithm running in the HeNBGW and granted by the DSLAM. It can be seen that
every time the gm(iMOS) falls below 3.8, the HeNBGW requested more band-
width in the EF queue. The algorithm allows new calls once the gm(iMOS)
exceeds 3.9, and new calls are accommodated in the EF queue until the capac-
ity is again reached. This situations repeats a few times, until the current CIR
in the DSLAM’s EF queue reaches the maximum values it can have, specif-
ically the EIR. Once that threshold is reached, no more calls are allowed to
enter the system.

This extra bandwidth is released only when the gm(iMOS) has returned to
a high value, specifically higher than 4, and the number of active calls has de-

104



5.2 iMOS-based CAC in DSL-backhauled Femtocell Deployments

 8

 9

 10

 11

 12

 13

 14

 15

 16

 0  50  100  150  200  250  300

C
u

rr
en

t 
C

IR
 (

M
b

p
s)

Time (sec)

EIR

Default CIR

Figure 5.8: The fluctuations of the current CIR value in the DSLAM’s EF queue

creased. Since any extra reserved bandwidth exceeding the default CIR would
involve a cost to the MNO, increased bandwidth requests are only made when
necessary, thereby maintaining a trade-off between the extra bandwidth re-
quested and the number of accepted calls. In order to avoid sudden drops in
call quality, the steps in which the bandwidth is released are smaller than then
steps used to request the extra bandwidth.

It is noteworthy that the call placed through the femtocell located in a HAN
with DSL connectivity issues, was detected as outlier of the 95% confidence
interval and filtered out from the calculation of the gm(iMOS) value.

5.2.5 Summary

This section described an iMOS-based CAC and Dynamic Resource Alloca-
tion mechanism tailored for femtocell deployments with DSL backhaul. The
proposed mechanism used real time call quality measurements in the HeN-
BGW to dynamically provision DSL resources when the monitored quality
degraded.
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The integration of an LTE femtocell network with existing fixed broadband
DSL networks was also described. Specifically, two possible interface options
to allow femtocell networks to provision resources in DSLAMs are provided.
The option preferred involves existing interfaces between the MNO and the
ISP.

The validation of the proposed mechanism was done using NS3-based
simulation analysis. The simulation results demonstrate the capability of the
solution to maintain high levels of quality for all voice calls and to dynamically
adapt resource allocations based on changes in call quality, while maximizing
the number of calls accepted in the network. Thus, this approach provides a
working solution to issues of congestion in the backhaul of femtocell deploy-
ments.
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5.3 iMOS-based CAC in WMN-backhauled Femtocell De-
ployments

5.3.1 Description

This section aims at bringing together the two wireless access categories inves-
tigated in the previous sections. Namely, the LTE wireless access technology is
used to grant connectivity to end-users via femtocells, while the WMN access
technology is employed as part of the backhaul network.

Wireless access technologies have increased in popularity due to the widespread
use of smart-phones. The amount of data traffic has surpassed voice traf-
fic driving both the Mobile Network Operators (MNOs) and wireless access
standardization bodies to adapt accordingly. Widespread LTE deployments
are being undertaken in an effort to cope with these increased traffic demands,
while in parallel, operators are looking to complementary technologies, such
as femtocells and WiFi, in an effort to reduce congestion on the cellular radio
access networks.

Reducing the radius of cell towers is a possible solution to increase the
performance of cellular networks and increase frequency reuse [107]. Femto-
cells are small access-point-sized devices with much smaller coverage areas
when compared to typical cellular base stations. Unlike traditional base sta-
tions, femtocells are backhauled over normal IP connected networks such as
residential Internet connections.

The focus of this work is to increase the cellular capacity in a defined
region where femtocells are deployed. This is particularly beneficial for tran-
sient deployments; such scenarios include, but are not limited to, social events
where attendees need access to voice and data services at venues which are
used for a relatively short period of time. In such scenarios, the networking
infrastructure needs to be flexible and quickly deployable.

A backhaul solution where each femtocell is provided with wired infras-
tructure is not feasible, as wired deployments tend to pose serious logistical
problems. This work proposes a new deployment scenario which utilises a
WMN backhaul infrastructure for femtocells, in order to overcome the de-
ployment difficulties imposed by wired solutions. WMNs have become in-
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creasingly popular due to their capabilities: relatively large coverage areas
with minimal cabling requirements, quick deployment, fair price, and ease of
maintenance.

This work considers the usage of a 802.11-based WMN infrastructure,
where the mesh nodes are hybrid stations featuring multiple 802.11 interfaces
and one LTE femtocell embedded or co-located with the mesh node. Figure
5.9 depicts the scenario this work is focused on. It can be seen that clients
roam with their UE in an area serviced by a grid of femtocells backhauled
over a WMN network into the MNO’s EPC network.

The WMN access-medium’s capacity saturates when traffic demand is
high, resulting in high latency and packet loss causing the performance of
services to degrade. A special case of such services are voice calls. In LTE,
both data and voice traffic payloads are encapsulated in IP packets, hence the
voice calls in an LTE network are VoIP calls.

WMNs can be highly unpredictable in terms of QoS offered to VoIP calls,
hence the VoIP call quality on WMNs degrades rapidly when only one call
more than the system’s capacity is added. In such situations detecting the
capacity barrier is critical to ensure ongoing calls are guaranteed with satis-
factory QoS levels.

This work in this Section compares the individual and combined effects
of three mechanisms designed to improve the call quality and capacity in a
femto-over-mesh deployment scenario:

1. A CAC mechanism which uses samples of the calls’ quality to determine
when to restrict the addition of new calls into the network;

2. The frame aggregation feature of the 802.11e wireless standard, allow-
ing the aggregation of multiple small frames into a single frame, thus
reducing the delays induced by the transport protocol’s overhead;

3. A proposed delay-piggy-backing mechanism which attaches to every
VoIP packet, while inside of the WMN, the cumulative delay experi-
enced as it propagates through the network — this enables the scheduler
to choose from a PIFO queue more delayed packets first, and the WMN
gateway to compute call quality samples based on which the CAC mech-
anism takes actions regarding new call requests.
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Figure 5.9: Topology of WMN-backhauled LTE femtocells

The CAC mechanism resides in the Local Femto Gateway (LFG) [35] (see
also Section 2.2.2) which is an entity placed in the neighbourhood of the
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WMN’s gateway. Simulation results show that a CAC mechanism is neces-
sary in such scenarios due to the fact that uncontrolled additions of voice
calls into the network will negatively impact all existing calls. The overall call
quality, measured by the iMOS’s grand mean, and VoIP capacity are the two
performance indicators analysed in this work.

5.3.1.1 Targeted WMN & LTE Femtocell Architecture

The reference architecture of this work is depicted in Figure 5.9. It is com-
prised of elements that have already been discussed, however this diagram
brings together the LTE architecture and a WMN deployment. It can be seen
that each WMN node incorporates a femtocell in addition to the 802.11 inter-
faces needed for the backhaul connectivity. The linking element in this new
architecture is the LFG, which has the role of connecting the two networks in a
combined effort to maintain call quality while maximizing the number of calls
accepted in the system. The WMN gateway (WMN-GW) is equipped with an
additional wired interface, thus creating a bridge between the wireless and
wired transport networks.

The LTE security requirements specify that all traffic exchange between a
femtocell and the EPC needs to be transported over IPsec tunnels. The tunnel
terminates at the entry point of the EPC, which in Figure 5.9 is depicted as the
HeNBGW.

Inside the EPC, the MME terminates the control-plane signalling from fem-
tocells and UEs. The S-GW handles the data plane from the UEs. The P-GW
is the anchor point of the UEs to the Internet and manages the IP addresses
domain.

The LTE user protocol stack is depicted in Figure 5.10. It can be observed
that the voice codec considered in this work is AMR, which is one of the voice
codecs required to be supported by defaults in LTE devices.

5.3.1.2 iMOS-based CAC Mechanism in WMN-backhauled LTE femtocells

One of the roles of the MME is to manage the bearers and connections with
the UEs. Among these functions, the relevant one for this work are the accep-
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Figure 5.10: Protocol stack of WMN-backhauled LTE femtocells

tance of new calls and tearing down calls when such action is required. The
CAC mechanism proposed here is based on using these functions in order to
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maintain the QoS level for the VoIP calls inside the WMN. However, the MME
entity is not an appropriate node to place the CAC mechanism for scalability
and overhead reasons. A better place is the LFG, which acts as a proxy for
some of the MME’s functions.

Zdarsky et al. [35] have shown that the LFG is able to intercept control
messages using its Proxy-MME function. This enables the LFG to take actions
regarding new or existing calls, based on the iMOS reported by the WMN.

In this work, the DPBM (see Section 4.3.2) is used to enable the WMN-GW
to obtain an accurate measurement of the packet delay from the delay-value
attached to each VoIP frame coming from the WMN. This accurate delay
measurement enables the WMN-GW to measure the call quality. Since the
WMN-GW is an intermediate point in the calls’ path, the WMN-GW uses the
delay measurement to obtain iMOS measurements.

The WMN-GW keeps track of all ongoing VoIP calls and their correspond-
ing iMOS scores. The iMOS scores used by the mechanisms presented in this
work are obtained only from the up-link traffic. However, the mechanism can
be employed also on the down-link, but would require each WMN node to be
iMOS-aware and to have the means to inform the WMN-GW about possible
issues. Both of these assumptions would lead to an undesirable increase in
the load on the WMN nodes and on the network traffic itself.

The iMOS values obtained from the up-link voice packets are the basis of
the CAC mechanism. CAC can be invoked automatically or manually, allow-
ing a network operator to prevent extra traffic from being injected in the net-
work when certain conditions occur. Usually, the conditions revolve around
maintaining a pre-established QoS level.

The CAC mechanism is controlled by the LFG based on call quality reports
received from the WMN-GW, i.e. the WMN node in Figure 5.9 equipped with
a wired interface.

This work assumes the usage of a LFG placed in the architecture as in-
dicated by Figure 5.9. The LFG is able to intercept and interpret signalling
messages between the femtocells and the EPC. In this way the CAC mecha-
nism can take actions regarding new and existing calls.
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As VoIP applications generate tens of packets per second, it would be in-
feasible to take a CAC decision based on every VoIP packet traversing the
WMN-GW. However, the WMN-GW calculates the iMOS for each traversing
VoIP packet and places the value into an accumulator. Periodically the CAC
mechanism, residing on the LFG, will request the WMN-GW to provide one
aggregated value which represents the overall iMOS of all ongoing calls dur-
ing the last period. If that value is under a certain pre-established threshold,
then CAC is activated and new call requests are rejected.

We define the network’s capacity as being identified when the addition of
the most recent call causes the grand mean of the iMOS values across all calls
to drop below some threshold. In addition to activating the CAC mechanism
when the overall iMOS value falls under the threshold, the CAC mechanism in
this scenario, drops the call with the worst iMOS. A few calls are dropped in
this manner until the network reaches a steady state, after it was destabilized
by the extra call accepted above the capacity.

As the CAC mechanism periodically checks the aggregated iMOS value,
it is important to determine a proper rate at which this checking is done.
According to [106], human subjects are able to determine a quality drop within
5 seconds. Taking that into account, 1 second for the CAC loop interval is
used, allowing the mechanism to drop a few calls, hence restoring the actual
call quality before the user can detect it.

5.3.2 Simulation Parameters

The simulations performed in this experiment are broadly similar to those
used in the earlier WMN work presented in Chapter 4. The simulation pa-
rameters are presented in Table 5.1. A WMN grid of 16 nodes is simulated
using NS-3.10 [101]. The WMN nodes are equipped with two 802.11a inter-
faces for backhauling femtocell traffic. For simplicity the UE applications are
placed directly on the WMN nodes.

The queues used in the simulation have a maximum capacity of 50 packets,
as this is the queue size used by the most widespread wireless drivers, i.e.
MadWiFi [102] and ath5k [103].
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Table 5.1: Simulation Setup

Parameter Value

Simulator NS-3.10 [101]
Topology Grid 4x4

Distance between nodes 100 m
Number of interfaces 2

WiFi Mode 802.11a
WiFi Data Rate 6 Mbps

Network Access Method CSMA-CA
Propagation Model LogDistancePropagationLossModel

Error Rate Model YansErrorRateModel
Remote Station Manager ConstantRateWifiManager

WiFi interfaces queue size 50 packets per AC
Early-drop threshold 250 milliseconds

Routing Algorithm Fixed routes, pre-discovered by OLSR
No. of injected calls 100

Call Duration Exp. dist. between 160 and 40 seconds
Call Direction Full-duplex

Voice codec AMR_12.20 & AMR_SID modes only
Speech model ITU-T/P.59 [6]

iMOS threshold R=70 (MOS=3.6)
CAC loop interval 1 second

Number of simulation epochs 10

The impact of the packet delay on the MOS is significant when its value is
higher than 150 ms [31], and values higher than 400 ms render a conversation
as non-interactive. Therefore the AC_VO queue in the simulations employs an
early-dropping mechanism by removing packets when their queueing delay
on a node becomes larger than 250 ms.

The routes are statically assigned so that statistically significant conclu-
sions from the results can be drawn. However, it is worth noting that OLSR
[43] was used for initial route discovery.

A total of 100 calls are injected into the network, which is higher than
the expected capacity. Calls are injected sequentially and the inter-call arrival
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rate is exponentially distributed with a mean of 1 second. Figure 5.11 depicts
the call duration and start times of all calls injected in the simulation. For
consistency of results only the iMOS values obtained during the time span of
the shortest accepted call are considered.
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Figure 5.11: Call duration and status; dropped calls are the calls which were
initially accepted but the CAC decided later to drop, as their corresponding
iMOS was low.

The calls are full duplex and use the AMR codec. For simplicity only the
12.20 kbps and Silence Indicator (SID) modes are implemented. The speech
model defined in [6] is implemented and used in the simulations to mimic
realistic conversations. During an active period of the speech model, i.e.
when someone speaks, AMR_12.20 packets are sent, and during silent periods
AMR_SID packets are sent.

A threshold value of 3.6 for the iMOS is used by the CAC mechanism to
detect if it is necessary to activate CAC, as on the MOS scale it represents the
border between Some users dissatisfied and Many users dissatisfied.
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5.3.3 Results

A comparison between different scenarios is presented in Figure 5.12. Each
scenario represents a specific combination of features. There are eight possi-
ble combinations with the following cases: CAC enabled or disabled, frame
aggregation (AGG) enabled or disabled, and delay-piggy-backing mechanism
(DPB) enabled or disabled. Table 5.2 enumerates all the eight cases:

Table 5.2: Possible combinations between the three mechanisms: CAC, Frame
Aggregation (AGG), and the Delay Piggy-Backing Mechanism (DPBM)

Case CAC AGG DPB

A 0 0 0
B 0 0 1
C 0 1 0
D 0 1 1
E 1 0 0
F 1 0 1
G 1 1 0
H 1 1 1

The two diagrams in Figure 5.12 compare the cases related to the overall
call quality observed by the users (left plot) and the overall system’s call ca-
pacity (right plot). The middle of the filled box represents the average value,
the margins of the box is the standard deviation around the mean, and the
whiskers are the max and min values.

When CAC is disabled (cases A to D), the VoIP capacity diagram shows
that all injected calls are accepted. However, the overall call quality suffered
significant degradation which is beyond acceptable levels. The frame aggrega-
tion feature increases the overall call quality by a small amount (cases C and
D), however not enough to satisfy the required MOS.

When CAC is enabled (cases E to H), the number of accepted calls is lower
than the number of injected calls, but the overall quality is maintained at high
levels on the MOS scale. When employing frame aggregation (cases G and H),
the VoIP capacity increased by about 10 calls compared to the case when frame
aggregation is not used (cases E and F), whereas the decrement on the quality
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Figure 5.12: Comparison between all combinations resulting from using the
CAC, frame aggregation, and delay-piggy-backing mechanisms in enabled or
disabled mode.
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scale is minimal. It can be seen that the DPBM (case H) allows the network to
accept a few more calls compared to the case when it was not employed (case
G) with imperceivable reduction in call quality.

The result clearly shows that there is an obvious need for a CAC mech-
anism to detect and act in situations where the number of call requests is
higher than the network’s capacity. Regardless of the number of injected calls,
the three mechanisms enabled in the WMN assure a maximum VoIP capac-
ity of 43 calls, with the simulation parameters presented above. In order to
maintain the quality, some of the calls had to be dropped as shown in Figure
5.11.

The CAC mechanism is triggered by a timer to check the overall call quality
and take a decision. The frequency of this periodic check allows the network
operator to increase the overall quality or the VoIP capacity. A more frequent
check allows the mechanism to detect quality degradations sooner and reject
further requests, thus assuring a high overall call quality at the expense of
VoIP capacity. The impact of the frequency of these checks was explored by
performing a subset of the previous experiments with different loop values,
the results of which are shown in Figure 5.13. These results show that there is
a trade-off between capacity and quality, as expected. The value of 1 second
between checks offers a reasonable operating point.

Another influencing parameter in the behaviour of the combination of
mechanisms is the distance between the WMN nodes, or inter-node distance.
Figure 5.14 shows that increasing the inter-node distance influences differently
the overall call quality when comparing the situations where CAC is enabled
(case A to D) or disabled (cases E to H). When CAC is disabled, the overall
quality is unacceptable. It is worth noting that starting with 60 meters be-
tween the nodes, the wireless interference level drops allowing the call quality
to increase, but still it remains under satisfactory levels. Beyond 130 meters
the signal quality of the wireless radios cannot sustain proper communication
thus causing the overall call quality to decrease.

When the CAC mechanism is enabled (cases E to H), an increase in inter-
node distance results in a decrease in the overall call quality. However, the
falling slope is small hence the quality is maintained to satisfactory levels for
the entire investigated inter-node distance interval. The capacity is higher
when frame aggregation is enabled (cases G and H), particularly when the
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Figure 5.13: Influence of CAC Loop Period
on voice quality and capacity.
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Figure 5.14: Influence of inter-node distance
on voice quality and capacity.

inter-node distance is between 80 to 110 meters. It is interesting to note that
the severe interference for inter-node spacing less than 60 meters is remedied
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by the CAC process.

It can be observed from all results presented above that although the iMOS
threshold used for the CAC is 3.6, the actual obtained overall call quality
when CAC is enabled, is higher than 3.6. As the relationship between the
iMOS CAC threshold and the actual obtained overall call quality is not known,
simulations have been carried out to determine this relationship empirically.
Figure 5.15 depicts this relationship, alongside with the relationship between
the iMOS CAC threshold and the VoIP capacity obtained.

These two plots enable an operator to adjust their system parameters.
These plots show the trade-off between quality and capacity but show an
unexpected jump in performance when a threshold around 2.6 is used. This is
due to the complex interactions in the system and the non-linear function used
to calculate the MOS. Judging the results obtained with these network param-
eters, the system works optimally when the iMOS CAC threshold is chosen in
the 2.8 to 3.8 range. In this range for case H, the overall quality varies between
3.7 and 4.2, while the capacity varies between 50 to 40 calls, respectively. This
kind of result, would be highly effective to an operator trying to fine-tune the
performance of the offered VoIP service.

5.3.4 Summary

The work presented in this Section proposed a) a novel architecture for femto-
cell deployment utilising WMNs as backhaul and b) mechanisms to assure
high QoS for VoIP calls by employing an iMOS-based CAC. The results
showed that such a CAC mechanism is needed in deployment scenarios in-
volving a WMN as backhaul infrastructure. Furthermore, the usage of the
proposed DPBM combined with the well known frame aggregation mecha-
nism, showed improved capacity in terms of number of accepted calls in the
network.

Three important parameters were varied over a range of values in order
to test the flexibility of the proposed mechanisms. Namely, the frequency at
which the CAC mechanism checks the network status, the WMN inter-node
distance, and the iMOS CAC threshold. The results showed firstly that higher
polling frequency preserves the call quality at the expense of capacity, however
a polling interval larger than 5 seconds results in reduced and un-guaranteed
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QoS. Secondly, when the inter-node distance was varied, the mechanisms are
able to maintain high levels of VoIP call quality with increased VoIP call capac-
ity around 30%, rising to 40% for distances between 80 to 110 meters. Thirdly,
varying the iMOS CAC threshold generates a chart useful to any operator
willing to fine-tune the overall call quality achieved against the maximum
number of supported calls. Specifically to the parameters in this experiment,
the iMOS CAC threshold range between 2.8 and 3.8 is recommended for better
optimization.

5.4 Summary

This Chapter focused on using an iMOS-based CAC mechanism to protect net-
works from oversubscription of VoIP calls in DSL-based femtocell and WMN-
based wireless access deployments.

In both cases the need for such CAC is showed by means of NS-3 simula-
tions. When no CAC is used, the overall call quality drops for every call in the
network, causing all users to be unsatisfied by the quality of the VoIP service.

When CAC is employed, the complementing QoS mechanisms are able
to maintain the overall call quality at high levels, assuring user satisfaction.
A second effect of the developed mechanisms is to maximize the number of
accepted calls for a given call quality threshold.
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CHAPTER

SIX

CONCLUSION

T his work focused on identifying the need for a more in-depth Voice
Over IP (VoIP) monitoring in deployment scenarios involving the lat-

est wireless access technologies. As a result, the Intermediate Mean Opinion
Score (iMOS) is proposed as a novel method of obtaining VoIP call quality
measurements at intermediate nodes in the path of VoIP packets.

The iMOS was used to highlight network related issues occurring in two
deployments using the latest wireless access technologies. The first investi-
gated scenario is a femtocell deployment where the iMOS was presented as
the main solution available for the Mobile Network Operator (MNO) to as-
sess and correlate network status with the VoIP call quality delivered to the
end-users.

In a second scenario, a Wireless Mesh Network (WMN) deployment over
which VoIP is carried, was described. The results showed that in the absence of
any method of protection against bursts of call requests, the network would
quickly saturate and negatively affect the VoIP call quality. The iMOS was
used as a means of measuring the impact of such bursts. The novelty of the
approach consisted in the developing of the Delay Piggy-Backing Mechanism
(DPBM) which makes the calculation of iMOS values possible. The DPBM also
enabled forwarding WMN nodes to re-prioritise packets based on their global
enqueueing delay. In order to increase the overall network’s VoIP capacity, the
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proposed scheme was used in conjunction with the known frame aggregation
scheme used in wireless networks to increase capacity. Using these solutions
combined, the results showed an overall 12% network performance increase.

After showing the benefits of using the iMOS as a powerful monitoring
tool, the work investigated a congestion scenario in which the wired Digital
Subscriber Line (DSL) backhaul used for femtocells can cause call quality
degradation. The results of the investigation showed that there is the need
for a Call Admission Control (CAC) mechanism to prevent the addition of ex-
tra calls to the system when congestion was detected using the iMOS. It was
observed that detecting the system reaching its VoIP capacity and activating
CAC is not sufficient to restore the quality of the ongoing calls. A solution able
to address these shortcomings was the development of a resource allocation
mechanism used in conjunction with the iMOS-based CAC.

The same behaviour where employing CAC was not sufficient, was also
observed in another scenario investigating a deployment in which femtocell
VoIP traffic was backhauled into the core-network over a WMN. In this case,
allocation of more resources was not possible and hence a few VoIP calls had
to be dropped for the benefit of the other ongoing calls.

6.1 Future Work

Possible future improvements and extensions to the work presented in this
work are:

• Validation of iMOS measurements via test-bed - This work uses mainly
simulations for concept validation but, in order to verify that the models
used are realistic, a NS3 emulation test-bed similar to the one in [3] can
be deployed. Real VoIP calls can be established, and the iMOS values can
be compared against other VoIP call quality assessment solution, such as
PESQ.

• Increase DPBM delay measurement accuracy - The DPBM mechanism
can be extended to include the time needed to transfer and to retransmit
a packet. This will bring the measured delay value in the delay field
closer to the actual packet delay. The implementation of the DPBM will
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thus extend to the lower part of the MAC layer to be able to capture
these times.

• iMOS-based codec-rate adaptation - When the iMOS detects call qual-
ity degradation in the VoIP calls, the VoIP packets which are already
intercepted for quality check can be modified to instruct the end-devices
to change the codec rate to a lower value, hence generating less traffic
which further leads to network de-congestion.

• Applicability to other time-sensitive traffic - The algorithms and mech-
anism developed in this work are related but not limited to VoIP traffic.
As an example, IPTV and other types of live video streaming can benefit
from the enhancements brought by these solutions.

• Using the iMOS as the basis for user’s Service Level Agreement (SLA)
- Along with other network performance indicators such as throughput,
delay, packet loss and jitter, the iMOS can be added to the list of elements
negotiated between the user and the service provider. The iMOS can be
specified as the value under which the quality of the calls should not
decrease.

• Real WMN deployment - The iMOS and the DPBM have only been
implemented in the NS3 simulation environment. In a real WMN de-
ployment, actual Linux wireless nodes can be used to act as WMN for-
warding nodes where the DPBM mechanism would be supported by
implementing the Push-In-First-Out (PIFO) queue. The wireless mesh
routing protocol needs to be modified to support the extra field where
the cumulative queueing delay is stored and in the WMN gateway the
iMOS calculation would be implemented at the application layer.

• iMOS in a real femtocell deployment - This would involve collabo-
ration with a femtocell service provider, which usually are the same
entities offering cellular services. With the provider’s agreement, the
iMOS calculation can be implemented in the Home evolved NodeB Gate-
way (HeNBGW) and used to monitor the actual call quality in addition
to what the operator is already monitoring.
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APPENDIX

A

NS-3 CODE

A.1 NS-3 Implementation of the E-Model - ITU-T G.107

The C++ code in Listing A.1 is the actual implementation of the ITU-T E-
Model G.107 [31]. The MOS calculation function uses a class termed Voip-
MonitorConversationDetails developed to store statistics about the measured
metrics, as well as for the packet loss calculation, and the actual C++ code of
this class is presented in Listing A.2.

Listing A.1: ITU-T G.107 - The E-Model - A NS-3 Implementation

double

VoipServer::CalculateMos (Ptr<Packet> packet)

{

// local variables

double m_loss, m_mos;

uint32_t m_ssrc;

if(m_isFirstPacket)

{

m_isFirstPacket = false;

Ptr<Packet> packetCopyForCodecDetection = packet->Copy();

RtpHeader rtpHeaderForCodecDetection;

packetCopyForCodecDetection->PeekHeader(

rtpHeaderForCodecDetection);
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uint8_t payloadType = rtpHeaderForCodecDetection.

GetPayloadType();

switch (payloadType) {

case 0: // G.711

Bpl = 4.3;

Ie = 0;

break;

case 18: // G729

Bpl = 19;

Ie = 11;

break;

case 3: // GSM - AMR

Bpl = 10;

Ie = 5;

break;

default:

NS_FATAL_ERROR (this << "VoipServer -- No voice codec

mathed!!!");

}

}

Ptr<Packet> packetCopyForDje = packet->Copy();

packet->PeekHeader(m_rtpHeader);

VoipTag voipTag;

bool found = false;

found = packet->FindFirstMatchingByteTag(voipTag);

if (!found) {

NS_LOG_INFO (" Server: VoipTag NOT found; Maybe not a voip

packet!!! ");

}

else {

NS_LOG_INFO (" Server: VoipTag found!");

}

Time m_delay;

Time m_jitter;

/*

* check if the packet belongs to an ongoing conversation:

* if yes, update the corresponding object with current seqNumber

* if no, create a new entry in m_conversationsMap and update it

with current seqNumber

*/
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m_ssrc = m_rtpHeader.GetSsrc();

if(m_serverConversationsMap.count(m_ssrc)) // existing call in

the network

{

m_loss = m_serverConversationsMap[m_ssrc]->CalculateLoss(

m_rtpHeader.GetSequenceNumber());

m_serverConversationsMap[m_ssrc]->DjeRecordRx (

packetCopyForDje);

m_delay = m_serverConversationsMap[m_ssrc]->DjeGetLastDelay();

m_jitter = m_serverConversationsMap[m_ssrc]->DjeGetLastJitter

();

}

else // new call in the network

{

Ptr <VoipMonitorConversationDetails>

voipServerConversationDetails;

voipServerConversationDetails =

m_voipServerConversationDetails.Create <

VoipMonitorConversationDetails> ();

m_serverConversationsMap[m_ssrc] =

voipServerConversationDetails;

m_serverConversationsMap[m_ssrc]->SetSsrc(m_ssrc);

m_serverConversationsMap[m_ssrc]->SetCurrentNodeId(GetNode()->

GetId());

m_serverConversationsMap[m_ssrc]->SetOriginatingNodeId(voipTag

.GetOrigNodeId()) ;

m_loss = m_serverConversationsMap[m_ssrc]->CalculateLoss(

m_rtpHeader.GetSequenceNumber());

m_serverConversationsMap[m_ssrc]->DjeRecordRx (

packetCopyForDje);

m_delay = m_serverConversationsMap[m_ssrc]->DjeGetLastDelay();

m_jitter = m_serverConversationsMap[m_ssrc]->DjeGetLastJitter

();

}

double burstr = 1;

Ie_eff = Ie + ((95-Ie) * m_loss / ( ( m_loss / burstr ) + Bpl)

);

// Id Parameter calculation

double jitter = m_jitter.GetMilliSeconds();

double Drtcp = m_delay.GetMilliSeconds();

double Dj = 125 + 0.9 *jitter; //0.125ms is codec frame size in

G7.11
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if (Dj>300)

{

Dj=300;

}

// Estimation of De

double De = 1.2 * 0.000125; //Encoding delay is +20% of frame

size

// Da and Dr is set to zero

double Dr = 0;

// Calculation of T

double T = Drtcp + Dj + De + Dr;

// Id Calculation

double TERV = 65 + (6 * exp(-0.3 * pow(T,2))) - 40 * log10( (1+T

/ 10) / (1 + T / 150) );

// Idte

double Re = 80 + 2.5 * (TERV - 14);

double Roe = -1.5 * (-61.18 - 2);

double Xdt = (Roe - Re) / 2;

double Idte = Xdt + sqrt(pow(Xdt,2) + 100);

Idte = (Idte - 1) * (1 - exp(-T));

// Idle

double Tr = 2*Drtcp+Dj+De;

double Rle = 1228.5 * pow((Tr + 1), -0.25);

double Xdl = (94.77 - Rle) / 2;

double Idle = Xdl + sqrt(pow(Xdl,2) + 169);

// Idd

double Ta = Drtcp+Dj+De;

double Idd = 0;

if (Ta > 100)

{

double X = (log(Ta / 100)) / log(2);

Idd = 25.0 * (pow((1.0 + pow(X,6.0)), (1.0 /6.0)) - 3.0 * pow

((1.0 + pow((X / 3.0), 6.0)), (1.0 / 6.0)) + 2.0);

}

else

{

Idd = 0;

}
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double Id = Idte + Idle + Idd;

// R value calculation

double R = 93.34 - Id - Ie_eff;

m_mos = RtoMOS(R);

// m_serverConversationsMap is used for loss and jitter

calculation

// but also for periodically printing the metric stats

m_serverConversationsMap[m_ssrc]->UpdateMetricAverage("delay",

Drtcp);

m_serverConversationsMap[m_ssrc]->UpdateMetricAverage("jitter",

jitter);

m_serverConversationsMap[m_ssrc]->UpdateMetricAverage("loss",

m_loss);

m_serverConversationsMap[m_ssrc]->UpdateMetricAverage("mos",

m_mos);

return m_mos;

}

double

VoipServer::RtoMOS(double R)

{

double MOS;

if(R<0) {

MOS=1;

}

else if(R>0 && R<100) {

MOS = 1 + 0.035 * R + R * (R -60) * (100 - R) * 7 * 0.000001;

}

else if(R>100) {

MOS = 4.5;

}

else {

NS_FATAL_ERROR ("ERROR: Calculated R value not in correct

range for MOS conversion");

}

return MOS;

}
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Listing A.2: Implementation of the VoipMonitorConversationDetails class

/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -*- */

#include "voip-tag.h"

#include "voip-monitor-conversation-details.h"

#include "ns3/log.h"

#include "ns3/nstime.h"

#include "ns3/simulator.h"

#include "ns3/uinteger.h"

#include "ns3/boolean.h"

namespace ns3 {

NS_LOG_COMPONENT_DEFINE ("VoipMonitorConversationDetails");

NS_OBJECT_ENSURE_REGISTERED (VoipMonitorConversationDetails);

VoipMonitorConversationDetails::VoipMonitorConversationDetails ()

{

m_voipPacketsReceived = 0;

m_lossWindowSize = 50;

m_lossArrayPosition = 0;

m_loss = 0;

m_mos = 0;

m_delay = 0;

m_isFirstPacket = true;

m_isFirstAverageLoop = true;

m_mosAverageRefreshRate = Seconds (0.5);

m_currentNodeId = -1;

m_originatingNodeId = -1;

// m_mosAverage.Update(m_mos);

}

VoipMonitorConversationDetails::~VoipMonitorConversationDetails ()

{

}

TypeId

VoipMonitorConversationDetails::GetTypeId (void)

{

static TypeId tid = TypeId ("ns3::VoipMonitorConversationDetails

")

.SetParent<Object> ()

.AddConstructor<VoipMonitorConversationDetails> ()

;
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return tid;

}

void

VoipMonitorConversationDetails::SetSsrc (uint32_t ssrc)

{

m_ssrc = ssrc;

}

uint32_t

VoipMonitorConversationDetails::GetSsrc () const

{

return m_ssrc;

}

void

VoipMonitorConversationDetails::SetCurrentNodeId (uint16_t nodeId)

{

m_currentNodeId = nodeId;

}

void

VoipMonitorConversationDetails::SetOriginatingNodeId (uint16_t

nodeId)

{

m_originatingNodeId = nodeId;

}

uint16_t

VoipMonitorConversationDetails::GetCurrentNodeId () const

{

return m_currentNodeId;

}

uint16_t

VoipMonitorConversationDetails::GetOriginatingNodeId () const

{

return m_originatingNodeId;

}

double

VoipMonitorConversationDetails::GetLoss(void)

{

return m_loss;

}
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double

VoipMonitorConversationDetails::CalculateLoss (SequenceNumber16

seqNumber)

{

// NS_LOG_INFO (Simulator::Now() << ":Node:MonConvDet:seqNumber"

<< seqNumber << "isfirst:" << m_isFirstPacket);

if (m_isFirstPacket)

{

m_lowestSeqNumber = seqNumber;

m_highestSeqNumber = seqNumber;

NS_LOG_INFO (Simulator::Now() << ":HERE");

m_lossArray.assign(m_lossWindowSize, m_lowestSeqNumber);

m_isFirstPacket = false;

// Simulator::Schedule (m_mosAverageRefreshRate, &

VoipMonitorConversationDetails::RefreshAverage, this);

}

m_lossArray.at(m_lossArrayPosition % m_lossWindowSize) =

seqNumber;

if (seqNumber.operator > (m_highestSeqNumber))

m_highestSeqNumber = seqNumber;

m_lowestSeqNumber = seqNumber;

for(uint16_t i=0; i < m_lossWindowSize; i++)

{

if (m_lowestSeqNumber.operator > (m_lossArray.at(i)) )

{

m_lowestSeqNumber = m_lossArray.at(i);

}

}

++m_voipPacketsReceived;

++m_lossArrayPosition;

if (m_voipPacketsReceived >= m_lossWindowSize)

{

m_loss = double(100) * (double(1) - double(m_lossWindowSize) /

double(m_highestSeqNumber.operator -(m_lowestSeqNumber.

operator - (1) )));

NS_LOG_INFO (Simulator::Now() << ":m_lossWindowSize:" <<

m_lossWindowSize << ":m_highestSeqNumber:" <<

m_highestSeqNumber << ":m_lowestSeqNumber:" <<

m_lowestSeqNumber);
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NS_LOG_INFO (Simulator::Now() << ":m_loss:" << m_loss << ":

m_voipPacketsReceived:" << m_voipPacketsReceived << "

m_lossArrayPosition % m_lossWindowSize" <<

m_lossArrayPosition % m_lossWindowSize);

}

else

{

m_loss = 0;

}

NS_LOG_INFO (Simulator::Now() << ":" << m_ssrc << ":" <<

m_lowestSeqNumber << ":" << m_highestSeqNumber << ":" <<

m_lossArrayPosition);

return m_loss;

}

void

VoipMonitorConversationDetails::DjeRecordRx (Ptr<Packet> packet)

{

m_dje.RecordRx(packet);

}

Time

VoipMonitorConversationDetails::DjeGetLastDelay (void)

{

return m_dje.GetLastDelay();

}

Time

VoipMonitorConversationDetails::DjeGetLastJitter (void)

{

return m_dje.GetLastJitter ();

}

void

VoipMonitorConversationDetails::UpdateMetricAverage (std::string

metric, double value)

{

if (metric == "delay") m_delayAverageObject.Update(value);

else if (metric == "jitter") m_jitterAverageObject.Update(value)

;

else if (metric == "loss") m_lossAverageObject.Update(value);

else if (metric == "mos") m_mosAverageObject.Update(value);

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

UpdateAverage - Invalid metric name!");
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}

double

VoipMonitorConversationDetails::GetMetricStat (std::string metric,

std::string statType)

{

if (metric == "delay")

{

if (statType == "avg") return m_delayAverageObject.Avg();

else if (statType == "min") return m_delayAverageObject.Min

();

else if (statType == "max") return m_delayAverageObject.Max

();

else if (statType == "stddev") return m_delayAverageObject.

Stddev();

else if (statType == "count") return m_delayAverageObject.

Count();

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

GetMetricStat - Invalid metric type!");

}

else if (metric == "jitter")

{

if (statType == "avg") return m_jitterAverageObject.Avg()

;

else if (statType == "min") return m_jitterAverageObject.Min

();

else if (statType == "max") return m_jitterAverageObject.Max

();

else if (statType == "stddev") return m_jitterAverageObject.

Stddev();

else if (statType == "count") return m_jitterAverageObject.

Count();

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

GetMetricStat - Invalid metric type!");

}

else if (metric == "loss")

{

if (statType == "avg") return m_lossAverageObject.Avg();

else if (statType == "min") return m_lossAverageObject.Min()

;

else if (statType == "max") return m_lossAverageObject.Max()

;

else if (statType == "stddev") return m_lossAverageObject.

Stddev();
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else if (statType == "count") return m_lossAverageObject.

Count();

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

GetMetricStat - Invalid metric type!");

}

else if (metric == "mos")

{

if (statType == "avg") return m_mosAverageObject.Avg();

else if (statType == "min") return m_mosAverageObject.Min();

else if (statType == "max") return m_mosAverageObject.Max();

else if (statType == "stddev") return m_mosAverageObject.

Stddev();

else if (statType == "count") return m_mosAverageObject.

Count();

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

GetMetricStat - Invalid metric type!");

}

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

UpdateAverage - Invalid metric name!");

}

void

VoipMonitorConversationDetails::ResetMetricAverage (std::string

metric)

{

if (metric == "delay") m_delayAverageObject.Reset();

else if (metric == "jitter") m_jitterAverageObject.Reset();

else if (metric == "loss") m_lossAverageObject.Reset();

else if (metric == "mos") m_mosAverageObject.Reset();

else NS_FATAL_ERROR ("VoipMonitorConversationDetails::

ResetMetricAverage - Invalid metric name!");

}

} // Namespace ns3

A.2 NS-3 Implementation of the Speech Model - ITU-T
P.59

Listing A.3 shows the actual NS-3 C++ code used to generate speech activity
events according to the four state Markov chain model, developed by the ITU-
T in their P.59 report [6].
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Listing A.3: ITU-T P.59 Speech Model - A NS-3 Implementation

/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -*- */

#include <math.h>

// this function returns a random value between 0 and 1 as double

double GetRandVar (void) {

return double(std::rand()) / double(RAND_MAX);

}

// Get Single Talk Duration

double GetTst (void) {

return double((-0.854)*log(1 - GetRandVar()) + 0.03); // the

0.03 seconds = 30 milliseconds are there to avoid events

shorter that the packetization interval

}

// Get Dual Talk Duration

double GetTdt (void) {

return double((-0.226)*log(1 - GetRandVar()) + 0.03);

}

// Get Mutual Silence Duration

double GetTms (void) {

return double((-0.456)*log(1 - GetRandVar()) + 0.03);

}

// Get next conversation event, based on current event and on p1,

p2, and p3 probabilities

uint GetNextConversationEvent (uint currentEvent) {

double p1 = 0.4;

double p2 = 0.5;

double p3 = 0.5;

switch (currentEvent) {

case 0:

return (GetRandVar() < p2) ? 1:2 ;

break;

case 1:

return (GetRandVar() < p1) ? 0:3 ;

break;

case 2:

return (GetRandVar() < p1) ? 0:3 ;

break;

case 3:
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return (GetRandVar() < p3) ? 1:2 ;

break;

}

NS_FATAL_ERROR("GetNextConversationEvent: No such conversation

event!");

}

// Get current event’s duration

double GetEventsDuration (uint currentEvent) {

switch (currentEvent) {

case 0:

return GetTms() ;

break;

case 1:

return GetTst() ;

break;

case 2:

return GetTst() ;

break;

case 3:

return GetTdt() ;

break;

}

NS_FATAL_ERROR("GetEventsDuration: No such conversation event!")

;

}

// Writes two lists, one for each conversation node; take

startTime and endTime as time parameters

// Model based on the P.59 report from ITU-T

void ComputeCallActivity (std::list<double>& callA, std::list<

double>& callB, double startTime, double endTime, uint16_t

call_ssrc) {

startTime += 3;

double callDuration = endTime - startTime - 1; // -1 second is

to avoid scheduling a send event after the socket is closed

double talkTime = double(0.0);

uint currentEvent = 0;

uint previousEvent = 0;

while (talkTime < callDuration) {

double currentEventsDuration = GetEventsDuration(currentEvent)

;

if ( currentEvent == 0 ) {

if ( previousEvent == 1 ) {

callA.push_back(talkTime + startTime);
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}

if ( previousEvent == 2 ) {

callB.push_back(talkTime + startTime);

}

}

if ( currentEvent == 1 ) {

if ( previousEvent == 0) {

callA.push_back(talkTime + startTime);

}

if ( previousEvent == 3) {

callB.push_back(talkTime + startTime);

}

}

if ( currentEvent == 2 ) {

if (previousEvent == 0) {

callB.push_back(talkTime + startTime);

}

if ( previousEvent == 3) {

callA.push_back(talkTime + startTime);

}

}

if ( currentEvent == 3 ) {

if ( previousEvent == 1) {

callB.push_back(talkTime + startTime);

}

if ( previousEvent == 2 ) {

callA.push_back(talkTime + startTime);

}

}

talkTime += currentEventsDuration;

previousEvent = currentEvent;

currentEvent = GetNextConversationEvent (currentEvent);

}

// these two if’s are there to make sure each conversation ends

with a silent period

if (!(callA.size()%2)) {

callA.pop_back();

}

if (!(callB.size()%2)) {

callB.pop_back();

}

}
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A.3 NS-3 Implementation of the PIFO Queue

Listing A.4 shows the actual NS-3 C++ code used to push VOIP packets in a
PIFO queue. The criterion of insertion is the cumulative queueing delay value
attached to each VoIP packet.

Listing A.4: Push-In Method in a PIFO Queue - A NS-3 Implementation

void WifiMacQueue::PushInQueue (Ptr<const Packet> packet, const

WifiMacHeader &hdr)

{

Cleanup ();

if (m_queue.empty())

{

Time timestamp = Simulator::Now();

m_queue.push_front (Item (packet, hdr, timestamp));

m_size++;

return;

}

VoipTag currentPacketsVoipTag;

Ptr <Packet> cpCurrentPacket = packet->Copy();

{

bool found = false;

found = cpCurrentPacket->FindFirstMatchingByteTag(

currentPacketsVoipTag);

if (!found)

{

NS_LOG_UNCOND(Simulator::Now() << ":WifiMacQueue:PushInQueue

:currentPacket:No VoipTag. Pushing packet back if there

is space");

Time timestamp = Simulator::Now();

m_queue.push_back (Item (cpCurrentPacket, hdr, timestamp));

return;

// NS_LOG_UNCOND ("This packet is not a VoIP packet and

needs to go last");

}

else

{

NS_LOG_INFO(Simulator::Now() << ":WifiMacQueue:PushInQueue:

currentPacket:VoipTag found!");

DelayJitterEstimationTimestampTag currentByteDjeTag;
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found = cpCurrentPacket->FindFirstMatchingByteTag (

currentByteDjeTag);

if (!found)

{

NS_LOG_UNCOND ("WifiMacQueue::PushInQueue

DelayJitterEstimation bytetag not found!");

}

else

{

// NS_LOG_UNCOND ("WifiMacQueue::PushInQueue

DelayJitterEstimation bytetag found");

QosTag qosTag;

NS_ASSERT(cpCurrentPacket->FindFirstMatchingByteTag (

qosTag));

cpCurrentPacket->RemoveAllByteTags();

cpCurrentPacket->AddByteTag (currentPacketsVoipTag);

cpCurrentPacket->AddByteTag (currentByteDjeTag);

cpCurrentPacket->AddByteTag (qosTag);

}

}

}

PacketQueueI i;

uint16_t positionOfInsertion = 1;

for (i = m_queue.begin (); i != m_queue.end ();)

{

VoipTag voipTag;

bool found = false;

Ptr <Packet> cp_packet = i->packet->Copy();

found = cp_packet->FindFirstMatchingByteTag(voipTag);

if (!found) {

NS_LOG_INFO(Simulator::Now() << ":WifiMacQueue:SortQueue:

VoipTag NOT found, Maybe not a voip packet!!!");

i++;

positionOfInsertion++;

}

else {

NS_LOG_INFO(Simulator::Now() << ":WifiMacQueue:SortQueue:

VoipTag found!");

uint16_t newTimeSpentInQueues = uint16_t((Simulator::Now() -

i->tstamp).GetMilliSeconds()) + voipTag.

GetTimeSpentInQueues();

// NS_LOG_UNCOND ("now - timestamp + voiptag= " << uint16_t

((Simulator::Now() - i->tstamp).GetMilliSeconds()) +
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voipTag.GetTimeSpentInQueues() << " current packets delay

= " << currentPacketsVoipTag.GetTimeSpentInQueues());

if (currentPacketsVoipTag.GetTimeSpentInQueues() >

newTimeSpentInQueues) // if the current packet is older

than one of the packets in the queue, it will get

inserted there

{

Time timestamp = Simulator::Now();

i = m_queue.insert(i, Item (cpCurrentPacket, hdr,

timestamp));

// NS_LOG_UNCOND (Simulator::Now().GetSeconds() << ":" <<

m_nodeId << ":" << m_queue.size () << ":VoIP packet

pushed at position:" << positionOfInsertion);

m_size++;

std::ostringstream ss;

std::string sss;

// NS_LOG_UNCOND(Simulator::Now().GetSeconds() << ":

QueueSizeAfterPush:" << m_queue.size ());

// if the queue’s size got bigger than the m_maxSize, than

the last packet in the queue needs to be dropped

UintegerValue maxSize;

g_wifiQueueMaxSize.GetValue(maxSize);

m_maxSize = maxSize.Get();

// NS_LOG_UNCOND("MaxQueueSize is: " << m_maxSize);

if (m_size > m_maxSize) {

i = m_queue.end ();

i--;

// this->PrintVoipPacketTagContents(i->packet->Copy(),

":PUSH:OlderPacket:FullQueue:DroppingYoungestPacket")

;

// this->PrintVoipByteTagContents(packet->Copy(), ":P:

opqfdyp");

ss << ":P:opqfdyp:";

ss << positionOfInsertion;

sss = ss.str();

// PIFO_EVENT_FOR_LOG

// this->PrintVoipByteTagContents(packet->Copy(), sss);

m_queue.erase (i);

m_size--;

}
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else {

// this->PrintVoipPacketTagContents(packet->Copy(), ":PUSH

:OlderPacket");

// this->PrintVoipByteTagContents(packet->Copy(), ":P:op

");

ss << ":P:op:";

ss << positionOfInsertion;

sss = ss.str();

// PIFO_EVENT_FOR_LOG

// this->PrintVoipByteTagContents(packet->Copy(), sss);

}

return;

}

else {

i++;

positionOfInsertion++;

}

}

}

// if the packet is the youngest, we try to insert it last in

the queue

UintegerValue maxSize;

g_wifiQueueMaxSize.GetValue(maxSize);

m_maxSize = maxSize.Get();

if (m_size == m_maxSize) // if the queue is full this young

packet is dropped

{

// PIFO_EVENT_FOR_LOG

// this->PrintVoipByteTagContents(packet->Copy(), ":P:qfdyp");

NS_LOG_UNCOND ("NEWEST PACKET DROPPED!!!");

}

else // if the queue is not full, the packet is enqueued last

{

Time timestamp = Simulator::Now();

i = m_queue.insert(i, Item (cpCurrentPacket, hdr, timestamp));

m_size++;

// PIFO_EVENT_FOR_LOG

// this->PrintVoipByteTagContents(packet->Copy(), ":P:ypel");

}

}
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