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The refractive index dynamics of an InAs/InGaAs/GaAs dots-in-a-well semiconductor optical

amplifier is calculated and compared with experimental results. The fast and slow recovery

timescales together with the behaviour with increasing injection are reproduced and explained in

terms of the density of carriers available in upper quantum dot and continuum states. Also, a

Coulomb-mediated shift of the dot susceptibility is suggested as responsible for the fast recovery of

the phase.VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4813472]

The unique properties of quantum dot (QD) based pho-

tonic materials have been intensively studied and have

enabled performance improvements, for particular applica-

tions, over bulk and quantum well based structures.1 Early

simulation work suggested that QD based semiconductor op-

tical amplifiers (SOAs) could realise high speed pattern free

amplification2 and improved nonlinear interferometers3

where the unique carrier dynamics and decoupling of phase

and gain were the key advantages. Subsequent pump probe

measurements of QD SOA phase dynamics at 1.3 lm con-

firmed the dominant role of continuum states in the refractive

index dynamics.4 More recently, detailed calculations on the

influence of pump wavelength on gain and refractive index

dynamics were presented.5 We calculate, and directly

compare with experiment, the refractive index dynamics at

1.3 lm resulting from strong perturbations resonant either

with the QD ground state (GS) or excited state (ES) transi-

tion energy.

Optical emission was measured from the dots-in-a-well

(DWELL) SOA structure at 0.94 eV and 0.995 eV for the GS

and first ES of the QD ensemble. Higher energy emission was

observed at 1.27 eV and 1.33 eV due, respectively, to higher

order dot states merging with the bandedge states of the

InGaAs QW and to transitions involving fully delocalised

QW states.6,7 A QD model was constructed to match these

emission energies, including the QD electron/hole GS and ES

levels as well as the electron/hole states for the QW emission

peaks (C1 and C2). An 8-band k.P model was then used to

calculate peak values of the optical cross-sections for the

GSe-GSh, ESe-ESh, C1e-C1h, and C2e-C2h transitions of

2 � 10�19m2; 3:5 � 10�19m2; 5:4 � 10�19m2, and 5:4 � 10�19m2,

respectively.8 The hole states involved in possible “crossed”

transitions with the QD GS and ES electrons are lumped with

the C1h level and modeled as GSe-C1h and as ESe-C1h, both

with an assumed peak optical cross-section of 1 � 10�19m2.9

The relative density of states (DOS) associated with the differ-

ent levels are taken as 1:2:14:14 and 1:2:30:30 for electrons and

holes, respectively, and the calculated energy difference

between the QD GS and ES electron (hole) states is 40(20)

meV. The real and imaginary parts of the susceptibility for each

of these transitions are related by a Hilbert transformation and

can be written in closed form as shown in Eqs. (4) and (5)

below following the density matrix formulation.10

The dynamics of the various electron/hole populations

resolved along the SOA (z-direction) are described by the

following equation:
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where e(h) refers to the electron (hole) case, j indexes the

level type (GS,ES,C1,C2), J is the effective injection current

density (this term is for the C2 level only), A is the area of

the active region, and q is the electronic charge. Carrier cap-

ture into level j is accounted for by the second term and

involves the occupation probability of the state fj and the car-

rier density (ni) and capture time from state i to j (si!j).

Carrier escape from level j is described in the third term

which involves the occupation probability of the state fi to-

gether with the carrier density (nj) and escape time from state

j to i (sj!i). Both escape and capture are assumed to follow a

cascaded relaxation mechanism and other relaxation path-

ways are neglected (following the conclusions in Ref. 11).

The capture rates are assumed to be identical for elec-

trons and holes and are taken to be 10 ps, 2 ps, and 0.5 ps for

capture from C2 to C1, C1 to ES, and ES to GS, respectively.

These have been chosen to match typical timescales

extracted from pump-probe studies.4 The corresponding

escape times are then determined using

si!j ¼ sj!i

Di

Dj

Exp
ðDEÞij
kBT

" #

; (2)

where Di is the relative DOS of state i, yielding escape times

for electrons (holes) of 3.5(0.8)ps from GS to ES, 121(2.6)ps

from ES to C1, and 53(23)ps for C1 to C2. The resulting

faster hole dynamics stem from the closer level separations

in the valence band.12 Equation (2) constrains the carrier

0003-6951/2013/103(2)/021114/4/$30.00 VC 2013 AIP Publishing LLC103, 021114-1

APPLIED PHYSICS LETTERS 103, 021114 (2013)

http://dx.doi.org/10.1063/1.4813472
http://dx.doi.org/10.1063/1.4813472
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4813472&domain=pdf&date_stamp=2013-07-11


distributions to approach a Fermi-Dirac thermal distribution.

The sr term in Eq. (1) describes the carrier lifetime; we

assume a carrier recombination lifetime of 300 ps in all lev-

els. Small-signal carrier populations for various currents are

presented in Table I.

The final term in Eq. (1) involves the photon density

S½z; t� and describes stimulated emission involving both reso-

nant and “crossed” transitions as described earlier. Here, �g
is the group velocity, L is the length of the waveguide, Awg is

the effective optical cross-section of the waveguide, and

gintermod is the modal gain. The optical pump and probe pulse

envelopes are separately propagated in a retarded time frame

along the SOA according to

@S½z; t�

@t
¼ ðgintermod ½x; z; t� � aiÞS½z; t�; (3)

where in the case of the probe, a delayed time is used to trace

the effect of the pump pulse on the system.2 Here, ai is the

internal loss (set to 3 cm�1), x is the frequency, and the

modal gain is given by

gintermod ¼
Cl

a

X

i;m;n

rImi;mn½x�ðfi;m þ fi;n � 1Þ; (4)

where C is the overlap of the optical field with the active

region, l is the number of dot layers, and a is the mean height

of a dot. The sum i extends over all dots in one unit area in a

single dot layer. In practice, the summation is replaced by

integration and includes the effect of inhomogeneous broad-

ening as outlined in Eqs. (6) and (7) in Ref. 2. The sum over

m and n pairs includes all contributing direct and “crossed”

transitions, rImi;mn being the imaginary part of the optical

cross-section corresponding to a particular transition and fi;m
and fi;n the respective electron and hole occupancies. A very

similar expression holds for the interband contribution to the

refractive index, i.e.,

gintermod ¼
Cl

a

c

8p2x

X
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where c is the vacuum speed of light. The real and imaginary

parts of the optical cross-section are calculated from
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where li;mn is the dipole moment of the transition, Ti;mn is its

dephasing time (¼ 2=chom in terms of the homogeneous

broadening), xi;mn is the transition frequency, gb is the back-

ground index (¼ 3:5), h is Planck’s constant, and �0 is the

vacuum permittivity. Thus, the total induced phase change is

calculated by combining the effect of the interband transi-

tions for the given dot structure and also includes the intra-

band excitations of each electron and hole population using

the Drude model3,13 i.e.,
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4p2xL

c
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The homogeneous broadening for band to band transi-

tions is taken as 13meV and the inhomogeneous broadening

of transitions as hcinhomo=2p ¼ 40meV.8 The GS absorption

based on these values for a 6 layer device is 30 cm�1,

while the net gain is only 8 cm�1. According to the device

used experimentally, we assume L¼ 3mm and 6 layers of

DWELLs with an areal dot density of 3 � 1010 cm�2 per

layer.6

The carrier populations (averaged over the inhomogene-

ously broadened dot ensemble) are listed for different injec-

tion levels in Table I. The measured energy of the pump

pulse before coupling to the SOA waveguide is 3.5 pJ. As it

is difficult to precisely determine the coupling losses in the

experiment, the input pulse energy in the model is fitted

(0.75 pJ) so that the phase response seen by the probe at

30 ps agrees closely with the measured value for the GS

pump/GS probe case at 30mA. The phase dynamics are then

calculated at 100mA and 180mA for pump pulses resonant

with GS and ES transition energies and the results compared

with the experimental response.

Figure 1(a) shows the measured phase responses at

injection currents of 30mA (red plot), 100mA (blue lines),

and 180mA (black lines) for the case where the pump pulse

is at the GS peak (solid lines) and ES peak (dashed lines).

The currents used correspond to �1:8; � 5:9, and �10:6
times the measured GS transparency current and �1:8 and

�3:3 times the measured ES transparency current, respec-

tively (see Ref. 14 for more details). The main trend apparent

in this figure is that the difference in phase response between

100mA and 180mA is much greater when pumping at the

ES (dashed lines) than when it is pumping at the GS (solid

lines). Also, the 180mA GS and ES and 100mA GS cases

are all very similar.

Figure 1(b) displays the calculated phase transients

when the probe pulse is tuned to the maximum of the GS

gain spectrum. The model qualitatively reproduces the main

trends in the measured phase transients. The relative magni-

tudes of the phase are very similar to the experimental case

TABLE I. Calculated equilibrium carrier populations per dot for an injected

current of 30mA, 100mA, and 180mA, which give a total number of elec-

trons (e) and holes (h) injected per dot of 2.85, 6.5, and 10.1, respectively.

C1 refers to the dense distribution of higher order dot states merging with

the continuum states, while C2 refers to delocalised carrier states.

Level 30mA 100mA 180mA

GSe 1.46 1.99 2.00

GSh 0.89 1.47 1.70

ESe 1.33 3.86 3.98

ESh 1.08 2.23 2.88

C1e 0.008 0.51 3.24

C1h 0.60 2.02 3.97

C2e 0.002 0.13 0.88

C2h 0.23 0.77 1.55
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after 10� 15ps and, indeed, pumping at the ES results in a

greater change in phase response with increasing current (in

comparison to pumping at the GS). Also, the 180mA GS

and ES and 100mA GS cases are all very similar, as in the

experimental case. The physical mechanism behind these

observations is apparent on consideration of the various level

occupancies shown in Table I and can be attributed to the

availability or lack of a carrier reservoir at higher energy rel-

ative to the pump pulse. For the GS, the availability of car-

riers in the ES means that the phase differential is not large

going from 100mA to 180mA. In contrast for the ES, the pop-

ulation of the C1 levels (which act as a reservoir for the ES)

show a significant increase over this current range. Note that

the GS does not act as a reservoir for the ES due to the larger

escape time compared with the capture time from C1 to ES.

While reproducing the qualitative behaviour, the model

does not capture the ultrafast portion of the dynamics

(<10 ps). In fact, as the injection increases, the ultrafast

component makes up �50% of the signal after 30 ps, up

from �30% at 30mA. This dependence on injection suggests

a role for carrier-carrier interactions. Previous work based on

time-resolved photoluminescence has identified a blue shift

in the QD emission spectrum of tens of meV.15 In addition, a

shift of 8meV due to band filling was deduced by analysis of

FIG. 1. (a) Measurements of QD SOA phase at currents of 30mA (red), 100mA (blue), and 180mA (black) for GS pump (solid lines) and ES pump (dashed

lines). (b) Calculations without band-gap renormalisation due to QD carriers. (c) Calculations including bandgap renormalisation due to QD carriers.

FIG. 2. Calculations at 100mA for

pumping in the GS (top panels) and ES

(bottom panels). Contributions from

interband (left panels) and Drude (right

panels) transitions are shown for car-

riers in the GS (blue), ES (red), C1

(magenta), C2 (green), and the inter-

band contribution due to the crossed

transitions ICG (cyan). The C1 and C2

interband contributions are very small

and not shown.
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the observed GS peak absorption and gain at 2.2e-h pairs per

dot.16 This is similar to the dot population for the 30mA

case in this work (see Table I).

For higher initial injection levels, where there is a popu-

lation in the C1 levels, the reduction of that population has

been shown to shift the dot GS emission by up to 20meV.15

The observed shifts for the ES are usually much smaller.15,17

Thus, we might expect that band gap renormalization (BGR)

resulting from the Coulomb interaction between charge car-

riers can cause such a blue shift in response to an intense

ultra short pulse. At 10e-h pairs per dot, the carrier density

per dot is �6:35 � 1018cm�3, assuming a cube shaped dot of

�15nm3. Based on the model of Wolff18 which assumes that

band gap shrinkage in a material varies as the cube root of

the carrier density or the average interparticle spacing we

have the following expression:

DEBGS ¼
�e

2p�0�s

3

p

� �1=3

n1=3; (9)

where �s is the static dielectric constant of the semiconductor

and n is the total carrier density of the dot levels

(GSþESþC1). This expression has previously been used to

model the carrier-induced refractive index in bulk GaAs, InP

and alloys of InGaAsP lattice-matched to InP.19 Figure 1(c)

shows the same calculation as shown in part (b) with the

addition of the carrier density dependent blue-shift of the

susceptibility function. The ultrafast component of the phase

recovery is enhanced and the overall dynamics is much

closer to the experimental case than previously. Physically,

the BGR results in the GS resonance shifting from the centre

frequency of the pulse. Consequently the GS transition (and,

in particular, its fast component) contributes much more to

the phase shift than the case where the GS remained on reso-

nance with the pulse and positive and negative phase contri-

butions from the GS cancelled.

To investigate the dynamics further, Figure 2 shows the

calculated GS phase contribution from each transition at

100mA for both GS and ES pumping. At this injection level,

GS pumping results in almost twice as much phase change

than ES pumping for each energy level (see values at 30 ps)

due to the increased number of carriers available for stimu-

lated emission as the pump pulse propagates. Under GS

pumping, once GS carriers are depleted, ES carriers can

quickly relax into vacated GS levels within the pulse dura-

tion to be available for further stimulated emission.2 In con-

trast, under ES pumping, the C1 to ES and GS to ES

channels are not fast enough to replenish exhausted carriers

within the duration of the pulse. Thus, more GS and ES

states are vacated by the GS pump than the ES one; these are

then replenished from the C1 and C2 states over longer

timescales. This effect is particularly noticeable in the C1

Drude contribution where the C1 hole population is more

heavily depleted over 30 ps under GS rather than ES pump

conditions (see Table I for steady state population levels). As

the current increases to 180mA, the changing steady state

population levels increase the ES gain, resulting in less dif-

ference between the number of carriers removed under GS

and ES pumping schemes. As a result, similar phase dynam-

ics occurs in both cases.

In conclusion, we have reproduced measurements of the

GS phase dynamics at 1:3lm in InAs/GaAs QD SOAs when

pumped in both the GS and ES. Band gap renormalization is

identified as the cause of the increased fast phase component

that occurs for GS pumping, while the difference between

GS and ES pumping at lower currents is connected to the

steady state level populations.
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