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Abstract of Thesis: 

A variety of online social services have been developed over the last decade. They have all 

had a profound effect on today’s society. With the emergence of Web 2.0 and the 

popularity of social media, there has been a growing demand to provide services supporting 

social network platforms. New services are constantly being developed, where an 

increasing volume of personal data is being processed in return for personally tailored 

services. This result in creating mature systems to satisfy users’ needs is referred to as 

social recommender services that create an inevitable trend driven by mutual benefits. The 

penetration of these services has been relatively slow recently since there still exists 

different viewpoints regarding the exploitation (and thus potential) of those services 

amongst researchers and users.  

One major concern regarding their adoption lies in privacy considerations of the users 

while using these services. With the increasing amount of personal data that users distribute 

over different services, there is an  increased probability for identity fraud, profiling and 

linkability attacks, that not only poses a threat to those people’s personal dignity and affects 

different aspects of their lives, but also to societies as a whole. Furthermore, the growing 

adoption of remote data processing and storage for these services pose a number of privacy 

issues. As a result, users of those services have shown an increasing concern for exposing 

their personal data to untrusted entities so as to receive value-added services [4]. They need 

to realize full control over their sensitive data collected by these services and cannot accept 

that their data might be fully accessible to an external third party. In most cases, this can 

forestall these users from fully embracing these social recommender services. We argue 

that current social recommender services presents a number of specific privacy issues and 

problems inherited from the outsourcing architecture which represent the backbone of those 

services. This thesis supports the need for mature and extensible solutions that aid in 

retaining control for the users over their personal data. 

Most of the “privacy-concerned” systems that have been developed so far, are either based 

on a trusted third-party model or on some generalized architecture. Moreover, other 

systems address this problem with techniques to protect the processing of data stored on 

untrusted providers. The current techniques and tools for protecting the privacy of users’ 
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personal data on the Internet, is referred to as Privacy Enhancing Technologies (PETs). 

Various PETs are being designed and developed. However, they are usually seen by 

ordinary users as complicated and disruptive of their primary tasks. In order to address 

these issues, this thesis presents a novel approach where sensitive data has two copies, a 

concealed version that is located on the services side and a plain version on the client side. 

Our approach for enhancing the users’ privacy is to deploy a middleware on the client side 

where his/her data can be either kept private, or released in a locally concealed form. The 

latter implies that data is shared in a private manner after concealing it on the user’s side 

using local concealment techniques. We built a middleware that takes into consideration the 

social side for these recommender services. This middleware can be utilized for these social 

recommender services to facilitate access to a wealth of users’ data in a manner that 

preserves privacy. Our aim is not only to limit and prevent the disclosure of sensitive data 

but also to preserve the usefulness of data as much as possible to be only effective for the 

required computation. 

This thesis focuses primarily on social recommender services which are of great interest. 

On the one hand they lay the groundwork for new innovative applications but on the other 

hand they pose numerous unique challenges to privacy. We studied the privacy problem 

faced by people in sharing their profiles’ preferences within various scenarios of social 

recommender services. We proposed and developed a collaborative privacy approach for 

preserving users’ profile privacy and we have applied this approach to representative 

scenarios: (I.) Recommender service for IPTV content providers; (II.) Data Mash-up 

services for IPTV recommender services and (III.) Community discovery and 

recommendation services for implicit social groups (conference organization and university 

campus). Location based recommendation services, mobile jukebox content recommender 

services, and pervasive healthcare services were studied and enhanced as well in order to 

show the applicability of our approach. We discussed how our approach could handle the 

privacy problem in these scenarios. In addition, the proposed collaborative privacy 

framework was developed as a middleware that hosts a set of components to execute a two 

stage concealment process with novel stochastic techniques. Each stage in the two stage 

concealment process is carried out by completely different parties depending on their role 

in the coalition. The proposed middleware as well as the set of components and techniques 



Page 5 of 388 
 

that is employed in its implementation, permit the end-users to control the privacy of their 

released data while interacting with social recommender services. This kind of approach is 

quite flexible and can easily be adopted in conventional social recommender services 

because it is executed on the user side and takes advantage of the social structure that is 

offered by the online social service without the need for significant modifications at the 

service provider side. The attained accuracy and privacy levels for the data concealed using 

the proposed stochastic techniques in different scenarios were evaluated. Moreover, attacks 

on such concealed data were presented to demonstrate the stability of our proposed 

techniques against such attacks. Finally, we applied off-the-shelf recommendation 

techniques to make referrals as a show case. Therefore, the experimental results show that 

the proposed approach obtains accurate results similar to unsecured services, while at the 

same time meeting users’ privacy concerns. 
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Chapter 1 

Introduction 

In this chapter, the background, motivation, challenges, scope, and contributions of the 

research undertaken in this thesis will be addressed. First, the background will be presented 

in Section 1.1, which will be followed by the motivation of this thesis in Section 1.2. The 

research challenges and scope of this thesis will be presented in Sections 1.3 and 1.4 

respectively. Sections 1.5 and 1.6 will describe the research questions and contributions of 

this thesis. Finally, Section 1.7 will illustrate the organization of this thesis. 

1.1 Background 

The invention of the internet and social networks has had a major impact on society and the 

way we are living. The majority of people access the internet either via desktop computers 

or powerful mobile devices. There has also been a migration of services from the normal 

paper-based world to the electronic world and the rapid deployment of the novel types of 

these electronic services, within which a growing amount of personal data is being 

collected by service providers in return for highly personalized services. This collected data 

is often crammed with personal sensitive data (e.g., medical data, consumption profiles, and 

monetary data). This phenomenon has been further aggravated by the increases in 

computational and storage performance and the sharp decline in technology costs. This 

reality is well delineated by the author in [5]. For instance, he says:  

“Small details that were once captured in dim memories or fading scraps of paper are 

now preserved forever in the digital minds of computers, in vast databases with fertile 

fields of personal data. Our wallets are stuffed with ATM cards, calling cards, 

frequent shopper cards, and credit cards—all of which can be used to record where we 
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are and what we do. Every day, rivulets of information stream into electric brains to 

be sifted, sorted, rearranged, and combined in hundreds of different ways. Digital 

technology enables the preservation of the minutia of our everyday comings and 

goings, of our likes and dislikes, of who we are and what we own. It is ever more 

possible to create an electronic collage that covers much of a person’s life—a life 

captured in records, a digital person composed in the collective computer networks of 

the world”. 

One common example of those new electronic services are location based services, where 

the user reveals his/her current location to the service provider in return for services such as 

the location of nearby friends or traffic conditions. Another important topic is that the 

recommender services which fight against the bombardment of information, have the 

challenging task of presenting users with results that are of interest to them and filtering out 

tangential parts. Thus, the more a user reveals of his/her personal data, the more substantive 

the recommendations are. However, revealing personal data goes against the user’s 

requirement of privacy. Furthermore, incidents of data breaches are unfortunately quite 

common and a reasonable concern is that many of them did not gain abundant attention 

within the media. One example of such incidents is the NYSE case. Choicepoint is a data 

aggregation company that acted as a private intelligence service to the government and 

private sector. In 2004, Choicepoint sold the private records of customers to a group of 

criminals [6]. Another incident occurred in 2008. A Deutsche Telekom company (T-

Mobile) lost 17 million subscribers' personal data when a computer disc containing these 

data was lost [7]. In September 2006, AOL released a dataset with search query-log data 

containing about 21 million web queries collected from about 650 thousand users over 3 

months.  This data was anonymized to protect user privacy. Wherever a real IP address 

appeared, it had been replaced with a random ID number. Shortly after the release, the first 

‘anonymous’ user had been identified from the log data. In particular, the user given the ID 
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4417749 in AOL’s query-log was identified as the 62-year-old Thelma [8]. All these cases 

indicate that personal data is a crucial, valuable resource that needs to be protected in order 

to ensure the individual’s privacy. 

Privacy is an elusive concept that is difficult to define. It is not an entirely technical subject 

but it is connected to aspects of legislation, service providers’ policies, and social norms. 

Privacy is an adjustable notion that depends on the users’ perception of risk and profit. 

Some users agree to reveal their personal information if they are given incentives in return. 

This can be in the form of a discount coupon, accurate referrals, or personalized content. 

However, when something is considered private to the user, it usually means there is 

something within them that is considered inherently personally sensitive to avoid 

discrimination, personal embarrassment, or harm to their professional reputations. The 

degree to which private information is exposed thus depends on how the public will receive 

this information, which differs between situations and over time. We have found several 

viewpoints covering the extent of privacy definition in our research. However, we need to 

cover some of the main viewpoints which can be fundamentals for proceeding with this 

work. Warren and Brandeis defined privacy in 1890 as “the right to be let alone” [9]. In the 

age of information and communication technologies, Westin [10] states that privacy can be 

further divided into informational and spatial privacy. Informational privacy denotes that 

the user can control how, when, and to what extent information about him/her is released to 

others. This is often associated with any personal information such as name, age, phone 

number, or e-mail. Further, spatial privacy denotes that the user can exercise control over 

what information is presented to his/her senses. The research in [11] conceptualizes privacy 

as the "selective control of access to the self" regulated as dialectic and dynamic processes 

that embrace multi-mechanistic optimizing behaviours. The author in [12] argues that 

privacy is neither rule based nor static. Instead, "a fine and shifting line between privacy 

and publicity exists, and depends on the social context, intention, and the fine-grained 
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coordination between action and the disclosure of that action". Clearly, the concept of 

privacy is often more complicated than realized and still unclear as it varies based on the 

various contexts of provided services [13]. A notable exception is the work presented in 

[14], in which privacy was defined as permitting services to extract a valid knowledge 

without learning the underlying users’ personal data. At this point, each of the privacy 

enhancing technologies has its own privacy definition. Our primary concern about PETs is 

that services are analysed for the side effects they incur due to applying privacy enhancing 

techniques. Therefore, our definition of privacy is close to previous definitions that 

encompass the dual goal of meeting privacy requirements and providing valid results. Our 

definition emphasizes the dilemma of balancing privacy and accuracy. 

The gradual loss of privacy in today’s digital life is due to the fact that “formidable 

dossiers” are being built regarding individual users. This is due in part to the spread of 

electronic services and also the ubiquity of their use with the possibility to pool and link 

this data with other service providers and/or governments [15]. There is also the spread of 

unfair data collection practices and the lack of regulations. For example, service providers 

frequently collect data regarding their customers, presumably to better serve them. 

However, a significant part of the data that is typically collected is not essential to the 

service being offered, or to the completion of the services it was presumably released for. 

Gathering such unnecessary data can be seen as a privacy threat, and storing it exposes the 

customer to further unavoidable risks. The potential abuses from unscrupulous merchants 

that were identified have caused increasing attention among the general public and within 

the media in recent years. Numerous surveys pointed out the users need for privacy [16]. 

Regarding the results of the surveys, the report on personal privacy in [17] indicates that 

over 81% of the people in the survey were willing to provide information as long as their 

privacy was guaranteed. A subsequent study in [18] used customer surveys to investigate 

the impact that personalized systems have on their privacy preferences. Customers are 
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willing to share the personal information with the service providers once they are allowed 

to select, edit, and delete their data. For instance, 69% of customers wanted to have control 

of their data and around 90% were concerned about the sharing of their data by service 

providers for a purpose completely different from what it was released for. These surveys 

demonstrate the great importance that users placed in retaining control over their personal 

data even when they are on the service provider’s side. The implementation of privacy 

aware frameworks for protecting the user’s personal data is a step in this direction. 

Privacy violations are prohibited in many countries. However, there is an absence of 

effective methods to enforce the law. This problem is exacerbated once information is used 

about individuals without their knowledge. As they should, if the customer has a proof that 

his/her privacy has been violated by the merchant, he could complain to the proper 

authorities, so that justice might be served. However, no amount of “justice” can fully 

restore his/her privacy. Two common methods can be utilized for guaranteeing the privacy 

including technological, and legislation solutions. The former approach refers to technical 

methods and tools that integrated into systems or networks in order to reduce the collection 

of accurate personal data. Such methods and tools are referred to as privacy enhancing 

technologies (PETs). One example of a PET, which is discussed in this thesis, is the two 

stage concealment process that aims to control the amount of information the users reveal 

in the initial contact, eliminates the necessity to release personal data in raw form and 

permits the users to act anonymously. Privacy legislation refers to data protection 

legislation restricting the gathering and usage of private personal data by data processors. 

Two examples of privacy guidelines are the EU Directives 95/46/EC [19] and 2002/58/EC 

[20]. Despite the fact that several nations have developed privacy protection laws and 

regulations to guard against secret use of personal information, the present laws and their 

conceptual foundations have become outdated because of the continuous changes in 

technology [21]. As a result, these personal data reside on databases of service providers, 



Page 19 of 388 
 

largely beyond the control of existing privacy laws, leading to potential privacy invasion on 

a scale never before possible. It is commonly believed that privacy is most successfully 

protected by a holistic solution that combines both technological and legislative efforts. 

1.2 Motivation 

Recent decades have seen tremendous growth in the scale and complexity of data analysis 

systems. An example is recommender systems which are typically in the form of filtering 

data in the quest for useful actionable knowledge to accommodate the differences between 

individuals [22]. It has tremendous business value since most organizations have an interest 

in filtering customer records for improving and refining their marketing campaigns. It has 

also given rise to new business opportunities. The success of web search engines, such as 

Google, is an excellent example of this phenomenon, with a market capitalization of around 

200 billion USD and earnings 98% of its revenue from its search business. Web search 

engines are aimed toward helping users find their required information quickly. To achieve 

this goal, search engines are required to process web data so that once the user enters a 

search query, a ranked list of relevant results is displayed in a timely manner. 

Both of the above mentioned domains require processing of extremely large data sets for 

identification of fine grained patterns. This pattern discovery is vital for business 

organizations because it helps them in identifying potential customer targets for specific 

products or services [23]. It is also required for web search engines to determine the 

similarity among various documents based on the co-occurrence pattern of various 

keywords and terms [24]. Traditional clustering techniques have shown to be inadequate 

for finding fine grained patterns [25] in a distributed environment. Sometimes, we do not 

only want to identify object groups based on their features on a specific database on one 

site, but we also want to know which groups are common across different sites based on 

corresponding objects. The need for distributed clustering is well known in the case of text 
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mining, healthcare data analysis, and social recommender services [26]. Recent studies [27] 

indicate that distributed clustering is also very effective in recommender services. 

Traditional clustering techniques such as K-means and expectation maximization (EM) 

clustering are unable to scale and perform accurate distributed clustering. 

To meet these challenges of distributed clustering, a variety of techniques have been 

proposed [28] which have been popularly referred to as distributed data clustering. 

Throughout this thesis, the term grouping will be used to refer to clustering and items to 

refer to contents or products that are offered by recommender systems such as movies, 

songs, and nearest points of interest or special interest communities. The need for an 

efficient distributed clustering solution will be described first in Section 1.2.1. Finally, 

Section 1.2.2 will discuss the necessity for preserving users’ privacy in social 

recommendation services.      

1.2.1 An Efficient Distributed Clustering Solution    

New business models rely on the collaboration between different organizations. This 

collaboration takes the form of building machine learning models in their shared data in 

order to achieve mutual benefits. One of the most used machine learning models is 

distributed clustering, which involves finding optimal clusters in their data, then utilizing 

these clusters for target marketing, fraud detection, customer segmentation, and service 

personalization. However, there are two obstacles toward achieving this collaboration (1) 

the challenges involved in finding common clusters are intrinsically more complex than 

simple clustering and most distributed data clustering techniques are not efficient for 

practical deployment [29] and (2) the privacy regulations of each organization restrict data 

sharing with external parties. Amid these efficiency and privacy considerations, there is a 

strong need for efficient distributed clustering solutions which can be deployed in large 

scale practical systems. We intend to provide a solution to this downside in this thesis. 
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Amid intensive use of machine learning clustering analysis for pattern discovery, there 

have been a number of privacy issues raised, specifically in healthcare and social 

recommender services. There has been some progress made in privacy enhancing 

technologies but most of those approaches are not practically viable because of the 

increased computational cost and reduced utility of data. In this thesis, we intend to provide 

solutions for these challenges. Specifically, we attempt to reduce the gap between 

theoretical secure multiparty computation protocols and requirements for practical privacy 

enhancing solutions.  

As mentioned above, one of the main topics of this thesis is an efficient distributed 

clustering algorithm for fine grained pattern discovery. We termed the proposed algorithm 

as distributed local clustering (DLC), which was designed to produce accurate clusters with 

arbitrary shapes, sizes, and densities over vertically partitioned databases. Moreover, it can 

be utilized in privacy preserving scenarios as the model building retrieves the original 

statistical properties without the need to collect the entire original user’s data from each 

site. Traditional clustering approaches detect clusters based on similarity over the entire set 

of attributes. This requires a single site to be in charge of collecting all datasets from all 

sites, which is not an applicable case in a distributed environment. DLC employs various 

objective functions within two consecutive steps in order to detect global clusters across all 

sites that provide an optimal solution for these functions. The first step is used to detect 

local dense regions or clusters on each site independently. Thereafter, the final step is used 

to create global dense regions or clusters by merging all of the discovered local dense 

regions.  

In order to demonstrate the effectiveness of the proposed distributed clustering algorithm in 

solving sensible real world problems, we have focused on personalized healthcare systems. 

A personalized healthcare system (pHealth) is a managing environment for various 

healthcare applications running within the same computing environment. These systems 
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offer massive healthcare data analysis capabilities, distributed data storage and health 

communication networks. An example of such an application is personalized medical 

support for cardiovascular monitoring which is a monitoring application for the remote 

diagnosis of cardiovascular signals hosted on a cluster computing environment. It performs 

an automated assignment for a patient to a physiological condition using no prior 

knowledge about disease states. We intended to show that medical diagnosis of 

cardiovascular signals for this scenario can be achieved efficiently through the proposed 

distributed clustering algorithm (DLC). The algorithm collects different statistics from the 

cardiac signals and uses these statistics to build a distributed clustering model 

automatically. The resulting model can be used for diagnostic purposes of various cardiac 

signals.  

1.2.2 Preserving User Privacy in Social 

Recommender Services 

In order to respond to the privacy challenges, we have focused on building a collaborative 

privacy framework adopting a two stage concealment process which utilizes the social 

nature of the online social service. The current randomization techniques can be employed 

within the proposed framework but their inability to identify patterns effectively makes 

them less attractive in our case. Moreover, recent analysis in [30, 31] pointed out that such 

techniques do not provide the levels of privacy that were previously thought to exist. Their 

experiments revealed that, in several cases, these techniques offer very little privacy. 

Traditionally, secure multiparty computation techniques have very poor scalability 

characteristics because of highly interactive matters of underlying protocols, which make 

them impractical for such evolving services. One important aspect in privacy research dealt 

with recently is the implications of social coalitions to attain better privacy. Work in [6, 7] 

suggests the importance of implicit groups between users in managing their privacy. 

Implicit groups are created within end-users to fulfil a specific goal that will provide 
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“anonymity”. This categorization is personal to group members and not known to others. 

However, entities operating within a coalition may be wary of providing other coalition 

members with high fidelity data at all times for numerous possible reasons. Therefore, 

before providing others with this data, they may conceal it in order to reduce its accuracy. 

Our proposed collaborative privacy approach relies on a distributed topology of 

participants, where participants are organized into peer-groups and each peer-group 

contains a reliable peer to act as a trusted aggregator that is an entitled super-peer who will 

be responsible for anonymously sending the aggregated data of members within this peer-

group to the social recommender service. In addition, after receiving the referrals list, the 

super-peer will be responsible for distributing this list back to its peer-group. Electing these 

super-peers is based on negotiation between participants and a trusted third party. This 

trusted third party is responsible for generating certificates for all participants, and 

managing these certificates. In addition, it is responsible for making assessments of those 

super-peers according to participants’ reports and periodically updates the reputation of 

those super-peers. 

The proposed collaborative privacy approach attains anonymity and privacy. The 

anonymity is achieved by either using an anonymity network like Tor or by dividing 

system users into a coalition of peer-groups. Each peer-group is to be treated as one entity 

by aggregating its members’ data into one aggregated profile at the super-peer. This super-

peer will then handle the interaction with the social recommender service. Individual 

participants might benefit from this anonymity to contact the recommender. If profiles 

cannot be identified and assuming that the initial user cannot be traced back, the system 

protects the privacy of the users even if profiles are sent in clear. However, participants’ 

data privacy is achieved as each participant within the peer-group performs at least one 

stage in the concealment process based on his/her role in the peer-group. Traditional 

members perform a local concealment process before releasing their data to external 
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entities. Local concealment is a pre-processing step that is based on clustering the sensitive 

data. It then applies a concealment algorithm on the extracted partitions, so as to take into 

consideration the correlations and range of different data cells within sensitive data. Super-

peers of every peer-group aggregate the data received from traditional members then 

execute a global concealment process on this aggregated data before releasing it to the 

service provider. This sort of two stage concealment process enforces anonymity for 

participants’ identities and privacy for their data. Data privacy in the two stage concealment 

process was achieved by using a set of newly proposed stochastic techniques for concealing 

users’ personal data within their released profiles. This is not a straightforward task since 

the two stage concealment process should make sure that the concealed data is still useful 

for the recommendation phase, which usually requires that changes in the users’ personal 

data be as limited as possible. However, users’ profiles are complicated and are an 

interrelated structure. Making small changes in it could cause an unexpected influence on 

the overall recommendation process. The proposed techniques combine approaches from 

the machine learning clustering analysis that consider knowledge representation in the 

domain of data privacy in order to preserve the aggregates in the dataset to maximize the 

usability of this data, with a view to accurately perform the desired recommendation 

process.  

Furthermore, the effectiveness of the proposed collaborative privacy framework in solving 

feasible business applications was demonstrated on numerous scenarios associated with 

collaborative filtering based recommender services as an example for social recommender 

services. Collaborative filtering is a method executed in a social manner to extract 

automated recommendations based mostly upon the assumption that users who share 

similar preferences in the past will probably also share similar preferences in the future. It 

is a crucial task performed at online social service providers for recommending relevant 

items to their users. Online social service providers might run the recommender service as a 
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part of their network but they are required to buy, build, train, and maintain their 

recommender service infrastructure despite exponential costs. Moreover, in order to run 

this service well, providers need to recruit a highly specialized team to tune and handle 

ongoing problems that arise once the service runs. With the recent advance of cloud 

computing, several online social service providers opt for an outsourcing service model 

since it enables them to overcome their lack of computational power or expertise. They can 

plug in and subscribe to a third party service provider running the recommender service 

built on shared infrastructure via the Internet, where the user’s data is outsourced to this 

recommender service to perform the desired processing. The recognition of the outscoring 

service model is steadily increasing because it simplifies deployment and reduces client 

acquisition costs. The multi-tenancy feature of those online services permits content 

providers to scale as quick and as much as needed without replacing costly infrastructure or 

adding IT staff.  

Privacy is the main concern for these online social service providers since service providers 

might be situated abroad with totally different legal structures and data privacy laws. In 

practice, users have shown an increasing concern for sharing their private data, especially 

in the case of untrusted parties [4]. Therefore, the main challenge is to design an efficient 

privacy mechanism that shields against unauthorized access to user’s personal data, while 

at the same time exposes a sufficient amount of information to the third party recommender 

service in order to receive useful recommendations. Among several existing approaches to 

recommender systems that pride themselves in providing accurate recommendations, only a 

few tackle the privacy issues and aim to manage the privacy risk of recommender systems 

as addressed by [32]. In addition, several of the existing recommender systems which are 

based on multi-party recommendation protocols, did not take into consideration the privacy 

issue. During this thesis, we have developed a non-cryptography based privacy enhancing 
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technologies for multi-party recommendation problems, whereas existing traditional 

cryptography based recommendation algorithms can be used. 

Employing outsourcing for an online recommender service is a privacy hazard as both the 

data of content providers and users are fully under the control of a third party service 

provider. In this thesis, we intend to show that outsourcing for online recommender 

services can be applied efficiently through the proposed framework. We identify privacy 

risks associated with these services and propose remedies considering the following 

scenario. Current social recommender services providers have their business models 

centred on the availability of the users’ personal data at their servers. Our scenario complies 

with this model whereby users’ personal data is assumed to be stored on servers in a 

concealed form so as to minimize the privacy risks. However, the collaborative privacy 

approach facilitates sharing data between users in a peer-to-peer fashion within peer-

groups.  

It has been widely recognized [33] that peer-to-peer data sharing is a desired alternative for 

server based data sharing solutions for reasons pertaining to risks to user privacy. The 

collaborative privacy approach equipped with stochastic techniques ensures a privacy 

enhancing recommendation process such that user personal data never leaves his/her device 

in a raw form. For this purpose, a collection of purpose specific stochastic techniques were 

proposed to be executed before releasing the data outside of the users’ devices. This 

approach eliminates the risk of possible privacy abuses as the sensitive data is only 

accessible to the owner but not to the other parties. The structure in data is destroyed as a 

consequence of applying our techniques. However, in order to facilitate performing the 

desired recommendation task, our techniques maintain some properties in this data which is 

required in the planned recommendation techniques. The aggregated profile at the super-

peers is properly concealed before being shared with the recommender service. As a result, 

the recommender service provider holds a provisional snapshot of the users’ personal data 
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in a concealed form. The challenge is to apply off-the-shelf recommendations techniques 

on data in this concealed form to obtain accurate recommendation results. The 

recommender service needs to collaborate with super-peers to update the users’ personal 

data and to build an accurate recommendation model. Throughout the entire process, the 

recommender service neither learns about the actual data of individual users nor whether or 

not he/she is a member of any peer-group. Once the two stage concealment process is 

complete, recommendations are served to individuals based on the aggregate profile of the 

members of the same peer-group and results are shared between all members within each 

peer-group. 

To summarize, the abstract goal of this thesis can be formally delineated as follows,  

To develop a highly efficient collaborative privacy solution, which will aid in reconciling 

the need of data sharing for social recommender services with the increasing demand of 

privacy protection. The proposed solution can facilitate the solving of fine grained 

personalization problems in a wide choice of application domains on a cross system 

personalization. Providing a sensible distributed clustering algorithm over vertically 

partitioned datasets while taking into account privacy of such data is also a goal of this 

thesis. 

1.3 Research Challenges 

Despite the benefits of recommender services in various scenarios, new privacy threats 

exist while making use of them especially when combined on the social network side. 

Bringing various data together to support these services makes misuse easier, yet in the 

absence of adequate safeguards, the frequent use of these services can jeopardize the 

privacy and autonomy of participants. Privacy invasion occurs when individuals are 

unaware of “behind the scenes" use of their personal data. The simplest forms of privacy 

invasion by recommender service providers are unsolicited marketing, customer 
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segmentation, and scoring [34]. Data collected from participants is a valuable asset, and it 

can be sold when providers suffer bankruptcy. 

When we started to design privacy enhancing technologies (PETs) for the proposed 

collaborative privacy approach, we discovered that designing PETs for social recommender 

services is different than designing PETs for any other kind of services. This is due to the 

inherent problems that exist within each service that limit reusing conventional versatile 

PETs across various services. Therefore, we needed to understand the major problems that 

exist in social recommender services that impose designing unique PETs to mitigate or 

avoid some of them. Good privacy enhancing technologies should be able to elaborate in 

any kind of social recommender services and produce accurate referrals.  In this section, the 

challenges will be presented in designing PETs for data privacy in collaborative 

approaches. 

Challenge 1: Attaining data privacy (C1) 

The main concern for users while utilizing an external service is to preserve the privacy of 

their sensitive data during this process. Participants expect to define what data to release or 

share for the service and what data to hide. A good PET should allow the participants to 

specify their own privacy requirements and control what to share over their data. 

Moreover, the released data should be somehow concealed (using tools like PETs, 

anonymity networks, and/or pseudonymous) in order to not to be linked to its original 

version. In addition, the proposed PET should attain privacy by combining efforts from 

both technical and legal domains. 

Challenge 2: Accuracy of results (C2) 

When users utilized an external service, they expected to receive accurate results. In order 

to achieve this, a good PET should seek to diminish the variance and bias of the data. 

Additionally, the good PET should provide parameters to control the level of concealing of 



Page 29 of 388 
 

released data, to implicitly inform the user about the expected accuracy he/she might get in 

return to this desired level. 

Challenge 3: Diversity of users’ profiles (C3) 

With the exponential daily growth in the number of items offered by the majority of content 

providers, participants usually are exposed to a small proportion of items in relation to the 

total number of items.  An effect of that is that participants’ profiles become sparse which 

can cause difficulties in measuring similarities between participants and executing PETs 

properly. A good PET should weight this problem and try to mitigate its effects on both of 

the concealment process and recommendations. 

Challenge 4: Interoperability (C4) 

The social recommender service needs heavy processing which increases in proportion to 

the number of users and items available in the content provider. An effect of this is that the 

social recommender service will not be able to extract sensible model/referrals in a 

reasonable time. Moreover, this will hinder the ability of the recommender service 

providers to lease their services as much as possible to content providers. An alternative 

solution to this problem would be to utilize the social nature of these content providers and 

employ distributed aggregation protocols. However, this comes at the cost of the quality of 

generated model/referrals. A good PET should be able to execute in either a centralized or 

distributed manner. Additionally, the good PET should be able to conceal accumulated 

data in scenarios where aggregation protocols are being applied. 

Challenge 5: Redundant Items (C5) 

In numerous content providers, it is possible that different names might return to the same 

content. Unreasonable referrals can be generated if this problem exists. Moreover, 

synonyms can cause a severe privacy invasion, as an individual participant might set a rule 

to prevent the release of a certain item, but this item might have different names within the 

content provider. A good PET should consider a way to mitigate the effect of the synonym 

problem on privacy invasion. 
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Challenge 6: Global Information Sharing (C6) 

New participants of the content provider cannot join a recommendation process without 

having a sensible profile. Current social recommender services force the new participant to 

rate a predefined set of items. Although this problem diminishes after a period of system 

usage, new participants will not be able to receive referrals during this period. A good PET 

should consider methods to allow new participants to receive referrals based on querying 

other participants in order to reduce their waiting period and complete their profiles 

quickly. 

1.4 Research Scope of the Thesis 

The complex issues related to data privacy in social recommender services cannot simply 

be addressed by deploying secure channels, restricting data collection, or keeping the 

privacy-sensitive data of the users encrypted on the server side. While these security 

measures eliminate a number of security threats, they are not sufficient to protect the 

sensitive data against misuse by the recommender service providers. There is no exact 

solution that resolves these privacy issues. However, an approximate solution could be 

sufficient, depending on the service, since the appropriate level of privacy can be 

interpreted in different contexts [32]. In the case of social recommender services, an 

appropriate balance between a need for privacy and accuracy can be found. 

The general philosophy that we have taken in this research will be focused on principled 

solutions to protect the privacy of users in social recommender services. For this purpose, 

we propose to keep the personal sensitive data safe by means of the purpose specific two 

stage concealment process within a middleware framework. This two stage concealment 

process employs a set of stochastic techniques (PETs) derived from the machine learning 

clustering analysis to conceal the sensitive data while preserving the desired aspects in this 

data for the required recommendation technique. In addition, the middleware helps 

participants to form a coalition where they can interact with each other in a P2P fashion. 
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Participants within this coalition form a virtual topology to aggregate their data and then 

provide this aggregated data to the social recommendation service. The protection of 

privacy is attained using a set of stochastic PETs which destroy the structure of the data 

but, at the same time, maintain some properties in it which is required in the planned 

recommendation task. Two main threat models were employed to mimic attacks on the 

proposed two stage concealment process, mainly, the Graph Matching [126] and Re-

identification [127] Attacks. Within the Graph Matching Attack [126], the untrusted social 

recommender service is trying to link the group profiles’ data to certain users in the peer-

group while within the Re-identification Attack [127], the untrusted social recommender 

service in collaboration with a malicious peer wants to filter out the existing collected items 

from a group profile based upon a portion of the originally released items which have been 

disclosed by a malicious member within a peer-group in order to discover if certain 

preferences were released by the victim’s profile 

The proposed middleware helps users to manage their personal privacy, empowering them 

with choice and prior consent so they can choose to share the appropriate information, with 

the preferred participants, in the desired recommendation request. The implementation of 

such an approach also confirmed that it is feasible to make use of and, at the same time, to 

protect the personal sensitive data of individuals, and to do so in an accurate way. The 

contributions of this thesis will be presented in Section 1.6. 

1.5 Research Questions 

The research presented in this introduction explores the new objectives of protecting the 

privacy of sensitive data while successfully coping with the current outsourcing model of 

social recommender services. The objectives of this thesis are represented by the following 

research questions: 
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Q1. How can we build a clustering model on data distributed between multiple sites 

bearing in mind the privacy issue? Furthermore, how can we measure the validity of this 

clustering model in practical scenarios? Challenges (C1 and C4) 

Q2. What threat models can be utilized in third party social recommender services when 

users release their real profiles to earn accurate referrals. Furthermore, can OECD 

privacy principles be elicited for developing practical PETs for social recommender 

services? Challenges (C1 and C2) 

Q3. Without the need to trust provider’s declared policies and self-regulations, what 

framework can support protecting the users’ privacy before their data is shared with social 

recommender services such that this framework maintains privacy and anonymity for 

participants. Furthermore, what practical scenarios can benefit from the whole 

architecture? Challenges (C1, C4, and C6) 

Q.4 What framework can support privacy in collaborative platforms such that a 

recommender service can leverage the databases of different competing online database 

providers to provide better referrals without breaching the privacy of their users? 

Furthermore, what application can benefit from the whole architecture? Challenges (C1, 

C2, C3, C4, and C5) 

Q5. How can privacy be enhanced in third party social recommender services by technical 

means with a reasonable trade-off between privacy protection and accuracy loss? Can 

these technical means transform the original data into a new one that conceals sensitive 

data while preserving the required patterns for an accurate recommendation task? 

Furthermore, can we develop a non-cryptography based technical means for multi-party 

recommendation problems so that existing traditional cryptography based recommendation 

algorithms can be used? Challenges (C2, C3, and C5) 
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1.6 Thesis Achievements & Contributions 

The recent advances in mobile technology and communication infrastructures and at the 

same time the increasing need for these technologies for everyday tasks of individuals have 

expanded the amount of personal data that has been loaded to a new wide range of social 

recommender services. The main goal was to propose new innovative applications that 

shield the individual’s privacy while utilizing users’ personal data. Throughout the process 

of realizing the thesis goal, significant contributions in numerous application scenarios 

were identified, which demonstrate that personal data can be protected and can 

concurrently be utilized successfully within significant applications. The main contributions 

of this PhD thesis can be summarised as follows: 

A1. Clustering Algorithm: We have developed an efficient distributed clustering 

algorithm (DLC) that bears in mind the privacy issue. The model building mechanism 

in the DLC is based on two mechanisms that only use the statistics about the data 

without the need to gather all the original data from each site. A privacy enhancing 

version of the DLC algorithm using cryptographic protocols for hospitals’ 

collaborations was also presented. Thereafter, a private monitoring application for the 

analysis of ECG data within a personalized healthcare system was given. The DLC 

was utilized to gather statistics about ECG data. A clustering model was then built 

based on these statistics to enable a private analysis of ECG data in order to discover 

specific cardiovascular disease patterns. 

A2. Privacy Attack Model: Due to the lack of standard threat models for data obfuscation 

techniques, we have investigated various threat models in the graph data and then have 

adopted two possible privacy threats within social recommender services, particularly 

in the area of third party recommender services for IPTV networks and sub-community 

discovery providers. Threats are against service users, in the context of releasing their 

profile data to obtain recommendations. Furthermore, a new set of machine learning 



Page 34 of 388 
 

based stochastic techniques was proposed to mitigate the effect of these attacks. 

Finally, we evaluated Graph Matching [126] and Re-identification Attacks [127] on 

data concealed using our newly proposed stochastic techniques for various scenarios in 

order to demonstrate the stability of our proposed techniques against such attacks. 

A3. Collaborative Privacy Framework: We have developed a collaborative privacy 

framework based on a two stage concealment process that involves novel algorithms 

and protocols. The related components within this framework were identified and the 

interaction between these components was described in detail in Section 3.3. The two 

stage concealment process uses a set of machine learning based stochastic techniques 

that conceal the data in a specific way so as to retain its statistical content while 

concealing all private information. As a result, privacy is achieved for both individual 

participants and peer-groups. The proposed framework was applied as a middleware 

which combines all of these techniques to make it possible to efficiently take 

advantage of this work. The proposed middleware enables participants to be organized 

in a distributed topology to achieve anonymity for participants with a relatively low 

accuracy loss. However, this topological formation prevents the service provider from 

creating a centralized database with raw personal data from each user and permits a 

decentralized execution of a two-stage concealment process on the users’ personal 

data. In addition, this topological execution in the proposed middleware satisfies the 

requirements of high scalability and reduces the risk of privacy breaches. The 

proposed framework is vulnerable to malware/spyware that might infect the user’s 

machine. In order to mitigate this problem, special considerations need to be added to 

the operating system of the user’s machine in order to ensure strong safety and 

trustworthy guarantees to the middleware in the running memory and storage of the 

users’ machine even in the presence of a malicious software (sandboxing, 

antivirus…etc.). Moreover, the proposed framework has some potential exposes while 
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interacting with other services within the content provider network. Specific solutions 

are required to attain privacy for each service at the content provider side. For 

example, when the user interacts with other third party services such as payment 

service at content provider side, the billing data can be used to reveal the user identity. 

But, solutions such as anonymous electronic cash, P2P money, and E-wallet systems 

can be easily integrated into the framework to prevent side-channel threats and attain 

full privacy. In particular, the E-wallet module can be added at user device as an agent 

within the framework in order to hold the electronic cash that is required for billing. In 

another example, the user interacts with other third party services such as content 

distribution service at the content provider side. The consumption history of each user 

can be used to reveal the users’ preferences and identity if it is linked to the received 

recommendations. But, solutions such as secure content transmission protocols and 

P2P overlays within the peer-group can help to attain privacy for the user’s 

consumption profile and can be easily integrated into the framework. Finally, the 

validity of the framework is demonstrated by the implementation and evaluation of the 

proposed solution within a set of important innovative applications including 

recommender service for IPTV content providers, data mash-up service for IPTV 

recommender service and community discovery and recommendation services for 

implicit social groups. 

A4. Data Mash-ups Service for IPTV: We have developed a privacy aware data mash-ups 

service for IPTV recommender service as an enhanced application supporting the 

newly proposed collaborative privacy framework. This scenario introduced the concept 

of the ‘K-Similar’ perturbation technique that was developed with an aim to realize 

privacy by reducing the informational value of data items before revealing them. This 

enables better protection of privacy while still taking advantage of the offered services 
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(possibly with different levels of service quality). The whole scenario was evaluated to 

demonstrate the validity of our collaborative privacy approach. 

A5. Recommender Service for IPTV: We have developed a privacy aware recommender 

service for IPTV content providers as an enhanced application supporting the newly 

proposed collaborative privacy framework. The proposed service takes into 

consideration the privacy of the users’ personal data while generating 

recommendations. We proposed a set of PETs tailored for this scenario. The proposed 

collaborative framework utilizes different machine learning based stochastic 

techniques for the two stage concealment process. We also proposed a hybrid solution 

for protecting privacy in social recommender services based on secure multi-party 

recommendation. We introduce the usage of multi-level obfuscation and 

pseudonymization techniques to attain data privacy while preserving the desired 

aspects in the data for the planned analysis. The proposed multi-level obfuscation 

implements an access control mechanism based on trust heuristics, which enhances 

privacy by allowing different concealed copies of the same data to be released for 

various requests based on different trust levels. This adds an extra-layer of secrecy on 

the data and makes our secure multi-party recommendation very simple by having a 

low execution time for a big dataset. The whole scenario was evaluated to demonstrate 

the validity of our collaborative privacy approach.  

A6. Community Discovery & Recommendation Service: We have developed a private 

community discovery & recommendation service within social groups as an enhanced 

application supporting the newly proposed collaborative privacy framework. The 

proposed service implements a model that captures the user's interests at his/her side, 

and then metric functions are used to calculate the similarity between users and 

communities in a distributed and private fashion. The proposed privacy mechanisms in 

this research conceal the user profile by means of the inspection of the contents of the 
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profile to extract certain aggregates. Users are connected together according to their 

similarity values, and then recommendations are provided to new users in order to join 

the discovered communities in their neighbourhood. However, we have also focused 

on applying our effective collaborative privacy approach on the users’ profiles to 

support safe yet efficient data sharing for implicit discovery of communities and sub-

communities in social groups. Additionally, in the scenario we considered the honest 

but curious attack model [49], where the main adversary is the community 

recommender service provider which the users send their preferences and requests to. 

Community recommender service is not aware of the identities of the members and 

their public/private profiles. In particular, the community recommender service does 

not have the knowledge of the distance function computed at super-peers side. The 

community recommender service only knows the sub-communities profiles which are 

represented using centroid and similarity values. For this attack model, the users within 

the peer-groups follow the rules of the protocols properly, without any deviations, and 

provide the correct inputs with the exception that they might keep a record of all 

intermediate values of computations. The whole scenario was evaluated to demonstrate 

the validity of our collaborative privacy approach. It worth to mention that another 

type of attacks involving malicious users [49] are out of scope of this thesis.  

1.7 Document Organization 

In this chapter, the background, motivation, and challenges of this research have been 

addressed resulting in a number of research questions. An overview of the relevant 

literature will be presented in Chapter 2. A summary of the research contribution will be 

presented in Chapter 3. Chapter 4 will then present the concluding remarks of the research 

work presented in this thesis and future work. Finally, the reprinted research papers 

containing the contributions of our research will be accessible in the appendices A to E. 
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Chapter 2 

State of the Art 

In this chapter, the state of the art that inspired the research conducted in this thesis will be 

presented.  

The state of the art chapter is divided into three sections. Section 2.1 will present the basic 

concepts of cryptography utilized for the proposed PETs. Section 2.2 will present the state 

of the art of data clustering algorithms. Section 2.3 will provide a general overview of the 

state of the art of recommender systems and their taxonomy, and finally, Section 2.4 will 

describe the state of the art technological and legislative solutions for attaining data 

privacy. 

2.1 Basic Concepts of Cryptography 

In this section, the basic concepts of cryptography will be presented, which include 

(Section 2.1.1) the main idea of cryptography, (Section 2.1.2) homomorphic encryption, 

(Section 2.1.3) cryptographic hash algorithms, (Section 2.1.4) RSA cryptosystem, (Section 

2.1.5) ElGamal cryptosystem, (Section 2.1.6) Paillier cryptosystem, (Section 2.1.7) public 

key certificate, (Section 2.1.8) transport layer security, as well as (Section 2.1.9) secure 

multi-party computation. Since the scope of this thesis focuses on the non-cryptography 

based PETs for preserving privacy, we only consider this part for multi-party 

recommendation problems so that traditional cryptographic based recommendation 

algorithms can be used with the proposed PETs efficiently, in order to add an extra layer of 

privacy for these algorithms without utilizing bigger key sizes. 
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2.1.1 Main Idea of Cryptography  

The main theme of cryptography is to address the requirement of sending a message from a 

sender to a recipient with security in order to tackle the risks of it being read by others [35]. 

The initial message is the cleartext. The process of hiding data in cleartext is called 

encryption. The encrypted message is the ciphertext, and the process of extracting data 

from ciphertext is called decryption. The whole process is presented in Figure (2.1) 

 
Figure 2.1: Encryption and decryption 

The modern encryption system utilizes a key (or keys) during the procedures of encryption 

and decryptions. This key can be any of a large number of values, where the range of these 

possible values is called keyspace. The whole security of encryption algorithms relies on 

the special key (or keys) and not within the details of the algorithm. Some algorithms use 

completely different keys in the encryption and decryption,           as shown in 

Figure 2.1. These types of algorithms are called asymmetric algorithms or public-key 

algorithms. However, there are other types of algorithms where the same key is used in 

encryption and decryption which are called symmetric algorithms (also called secret key 

encryption algorithms),           as shown in Figure 2.1. 

2.1.2 Homomorphic Encryption 

Homomorphic encryption is a kind of encryption scheme which permits specific types of 

computations to be carried out on the ciphertext that will produce a new ciphertext. Once 
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decrypting this new ciphertext, it will produce an output plaintext corresponding to a 

desired operation on the input plaintext [36]. This property can have both positive and 

negative effects on the encryption scheme. The vulnerability of homomorphic encryption 

schemes to malicious attacks makes them unsuitable for secure data transmission. 

However, these schemes are often utilized to create widespread secure multi-party 

computation protocols.   

Homomorphic encryption can be divided into two main classes. The first are the partially 

homomorphic cryptosystems that support only one operation either addition or 

multiplication operations on encrypted data and the second are the fully homomorphic 

cryptosystems [37] that support both addition and multiplication operations on the same 

encrypted data. In this thesis, the focus will be on the partially homomorphic 

cryptosystems, which are more practical and efficient. Moreover, so far fully homomorphic 

cryptosystems are not efficient enough to be employed in practical applications [38]. 

2.1.3 Cryptographic Hash Algorithms 

A hash function is a function that receives an input data of arbitrary length and turns that 

into one way data which is hard to invert to return in the original form [39]. These functions 

can be regarded as compression functions which produce a hash variable (digest) with 

  length for any given input of   length as shown in Figure 2.2. Cryptographic hash 

functions are called secure hash algorithms (SHA). Until now, the SHA family consists of 

four members (SHA-0, SHA-1, SHA-2, and SHA-3).  

 

Figure 2.2: Encryption and decryption 
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A recent family of hashing functions is the locality sensitive hashing (LSH). The idea of 

locality sensitive hashing was first introduced in [40]. The basic concept of LSH is to hash 

all the items such that similar items are hashed to the same bin with high probability. 

Intuitively, the hashing scheme projects all the items onto a random line and then divides 

this random line into multiple equal length segments to generate bins. Therefore, items that 

are closer will fall into the same bin with high probability, as shown in Figure 2.3. 

 

Figure 2.3: The difference between general hashing and LSH. 

2.1.4 RSA Cryptosystem 

A popular cryptographic system is coined in [41]. The RSA is a public key cryptosystem 

that has been until now computationally infeasible to crack. However, within the near 

future if quantum computers are constructed, this may be changed. The RSA algorithm 

consists of three main steps: the key generation, the encryption algorithm and the 

decryption algorithm.  

Key Generation:  The beginning procedure which is invoked to create key pairs (public and 

private). 

1. Calculate        , where   and   are two distinct prime integers. 

2. Chose a random number   such that           ,              

3. Determine   such that                      , so   is the inverse of   : 

                  . 

4. The public key is       and the private key is       

Encryption: the encryption of message   using the public key     :               



Page 42 of 388 
 

Decryption: the decryption of message         using the private key     :          

The RSA algorithm fulfils the multiplicative homomorphic encryption property which 

implies that the multiplications of encrypted values correspond to the product of decrypted 

ones. Concretely, given the encryption of plaintexts           

              
   

              
                (2.1) 

In order to crack the RSA algorithm, the adversary needs to know the private key. We 

already know the number   from the public key      . The task now is to find two prime 

numbers   and   which have the product  . It is practically impossible to factor a number 

into a product of two primes (factorization), particularly when the number has many digits. 

As a result, the primes   and   should be large enough so that the fastest factorization 

algorithm requires time longer than in which that data must be secured.  

2.1.5 ElGamal Cryptosystem 

A probabilistic asymmetric public key encryption algorithm is presented in [42] and is 

based on the concept of a discrete logarithm problem. ElGamal encryption employs 

randomness in the encryption algorithm such that when encrypting identical data several 

times, it will yield totally different ciphertexts. The ElGamal algorithm consists of three 

main steps: the key generation, the encryption, and the decryption. 

Key Generation: The starting procedure which is invoked to create key pairs (public and 

private). 

1. Choose a random large prime   and prime generator   from   
              

2. Select a random number   as a private key from the interval          

3. Calculate          , then the public key will be          

Encryption: Encrypting a message   in the set             using the public key 

        is done as follows, first by selecting a random number   in the set             
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then calculate           and             , therefore the ciphertext is         

      . 

Decryption: Decrypting the message         using the private key   is done as follows: 

First calculate the initial message               , therefore the plaintext         

       . 

The ElGamal algorithm fulfils the multiplicative homomorphic encryption property which 

means that the multiplication of encrypted values corresponds to the product of decrypted 

ones. Concretely, given the encryption of plaintexts,          

                     
            

                                   (2.2) 

In order to crack the ElGamal algorithm, the adversary needs to recover the private key   

from the public key        . Therefore, the adversary needs to solve the discrete logarithm 

problem with base  . It is computationally infeasible to derive such significant information 

regarding the plaintext given only the cipher-text and public key. The size of the prime 

number   should be large enough in order to ensure the security of the data. However, this 

has two disadvantages including the increase of encryption time and the expansion of 

ciphertext. 

2.1.6 Paillier Cryptosystem 

A probabilistic asymmetric algorithm invented and presented in [43] for public key 

cryptography. It is based on the      residue classes problem. The Paillier algorithm 

consists of three main steps: the key generation, the encryption, and the decryption. 

Key Generation: The starting procedure which is invoked to create key pairs (public and 

private). 

1. Choose two large prime numbers   and   such that                      and 

a random integer      
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2. Calculate      and               . To confirm   divides the order of  , we 

check the existence of the following modular multiplicative 

inverse                 
  

      , where function      
   

 
 

3. The public key is       and the private key is       

Encryption: The encryption of message      using the public key       is done by 

selecting random number     
  then                     . 

Decryption: The decryption of message            using the private key       is 

                          . 

The Paillier algorithm fulfils the additive homomorphic encryption property which means 

that multiplications of encrypted values correspond to the sum of decrypted ones. 

Concretely, given the encryption of plaintexts           

                   
         

                          
         

                                             (2.3) 

The Paillier algorithm is secure against the chosen plaintext attacks (IND-CPA) [44]. The 

adversary’s ability to distinguish the challenge ciphertext amounts to the ability to decide 

composite residuosity. However, due to the homomorphic properties the algorithm is 

malleable. Thus, it is not secure against adaptive chosen ciphertext attacks (IND-CCA2). 

An improved scheme which is secure against IND-CCA2 was proposed in [45]. 

2.1.7 Public Key Certificate 

In cryptography, a public key certificate or identity certificate [46] is a certificate that uses a 

digital signature to bind together a public key with the identity regarding an entity. This 

certificate can be checked whether a public key belongs to this entity or not. The certificate 

authority is the issuer of that signature to attest that identity and the public key belong 

together. The most common certification standard is the ITU-T X.509. The certificate can 
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be revoked if the relationship between the entity information and the public key is found to 

be inaccurate. This can be done either by comparing this certificate with the certificate 

revocation list or querying the certificate authority (CA) using the online certificate status 

protocol. 

2.1.8 Transport Layer Security  

Transport Layer Security (TLS) [47] is a cryptographic protocol that provides 

communication security over the Internet. Several versions of this protocol have been 

deployed to be utilized within different applications. TLS protocol provides isolated 

communication over the Internet as a way to prevent eavesdropping and tampering. In a 

typical model, each client should indicate whether he/she wants to setup a TLS connection 

or not by specifying the port number for TLS connections (for example, port 443 for https) 

or specifying regular ports where the server switches the connection to TLS using specific 

mechanisms (for example STARTTLS). 

2.1.9 Secure Multi-Party Computation 

The secure multi-party computation (SMPC) is a problem in cryptography that was first 

introduced by Yao in [48] using the millionaire’s problem as an example to describe 

SMPC. Yao proposed a solution that permits both millionaires to satisfy their curiosity in 

finding out who is richer without revealing the precise amount of their wealth. 

The millionaire’s problem and its solution gave way to a generalization to multiparty 

protocols. In an MPC, a given number of parties             each have private data 

respectively            . The parties want to compute the value of a public function   of 

  variables. An MPC protocol is secure if no party can learn more from the description of 

the public function and the result of the global function. More precisely, the protocol is 

secure if the following conditions hold [49]: 
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1. Completeness: If all parties honestly follow the protocol then they obtain an output as 

correct as the computation of    on            . 

2. Input/output privacy: Any party behaving dishonestly during the protocol does not 

gain any information about the private inputs /outputs of the other parties. 

The dishonest behaviour in security protocols models possible real world attacks from 

adversaries. The dishonest behaviours can be classified as follows [49]: 

1. Honest-but-curious model: The dishonest party must follow the protocol but can 

arbitrarily analyse the outputs of the protocol offline in order to infer some additional 

information. 

2. Malicious model: The dishonest party can arbitrarily deviate from the protocol and 

corrupt it. 

3. Computationally bounded/unbounded model: The computational setting and running 

time of the dishonest party is bounded by a polynomial. However, the unconditional 

setting puts no restriction on the running time of the dishonest party (i.e., it may be an 

exponential).  

Proving that a protocol achieves input/output privacy is done by using a real world 

paradigm, where a trusted third party (TTP) exists that computes function  . Parties do not 

communicate with one another but they send their inputs to the TTP and receive the 

outputs. In order to prove input/output privacy, it is required to show whatever a dishonest 

party [49] can infer about inputs/outputs of the honest parties by exploiting the protocol 

execution.   

2.2 Data Clustering Algorithms 

This section will present an overview of the state of the art in data clustering algorithms. 

Section 2.2.1 will describe why the clustering analysis was employed in this research and 



Page 47 of 388 
 

Section 2.2.2 will illustrate the taxonomy of clustering methods. Finally, distributed 

clustering will be presented in Section 2.2.3.  

 

2.2.1 Why Clustering Analysis 

In this thesis, machine learning clustering methods were used as the basic building block 

for pattern preserving in the proposed PETs. Before applying PETs on the dataset, the 

dataset is pre-processed with the clustering method proposed in Article II [50] in order to 

extract essential patterns for recommendation techniques and then after the proposed PETs 

are adjusted to keep these patterns analogous to the ones in the original data. Utilizing the 

proposed clustering method enables the off-the-shelf recommendations techniques to 

extract these useful patterns directly from the concealed dataset without the need to modify 

these techniques to work with concealed data. 

Clustering is an ideal pattern preserving method since it can extract regularities from the 

dataset. These regularities can be realized in the form of putting sets of similar objects into 

clusters, where each cluster has a representative or exemplar to it. An ideal clustering 

method seeks to attain two objectives: (1) minimizes the inter-cluster similarity and (2) 

maximizes the intra-cluster similarity. Choosing clustering analysis for this task has been 

done for three reasons:  

1. An ideal clustering method has a predictive capability, where similarities between a 

new object and existing clusters can be utilized to identify the type of object based on 

which cluster it belongs to. 

2. An ideal clustering method can reduce computation costs, since the whole cluster’s 

objects can be represented by an exemplar, which is enough to describe the whole 

cluster structure.  
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3. An ideal clustering method extracts groups of objects that deserve attention while 

cleaning the data from outliers and errors. 

2.2.2 Taxonomy of Clustering Methods 

In this section, the four main categorizes of clustering methods will be presented [51], 

which includes: (Section 2.2.2.1) partitioning clustering, (Section 2.2.2.2) hierarchical 

clustering, (Section 2.2.2.3) density based clustering, (Section 2.2.2.4) grid based 

clustering, as well as (Section 2.2.2.5) model based clustering. 

2.2.2.1 Partitioning Clustering 

Partitioning clustering tries to transform a set of   objects into a set of   clusters such that 

this transformation optimizes a certain objective function. The methods in this type can be 

further classified as either static partitioning clustering or dynamic partitioning clustering 

[52]. Static partitioning is a method performed on the dataset in advance in order to extract 

a clustering model, and then the resulting clusters remain fixed during the whole system 

run. However, the dynamic partitioning is a method that extracts the clustering model 

during the system run. Different algorithms can be classified under the partitioning 

clustering type. The K-mean algorithm [28] is where each cluster is represented by its 

centre of gravity. The other variations of the K-means algorithm are the K-medoid 

algorithm [28], where each cluster is represented by an object near its centre, and the K-

median algorithm, where each cluster is represented by its median object. Algorithms like 

PAM [53], CLARA [53], and CLARANS [54] are extensions to the K-medoid algorithm. 

The quality of the model generated by these algorithms relies on the selected objective 

function that is employed to measure the similarities.   
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2.2.2.2 Hierarchical Clustering 

The hierarchical clustering attempts to transform a set of   objects into tree decomposition. 

The clusters in this case are a nested hierarchical sequence, where a single global cluster is 

at the top of the tree and one object cluster is at its bottom. The visualization of this 

decomposition is done by a dendrogram. Hierarchical clustering [55] recursively splits the 

set of   objects into small-size subsets until each generated subset contains only one 

object. The methods in this type can be further classified as either agglomerative clustering 

or divisive clustering. In the agglomerative methods, the hierarchical sequence is created 

from the bottom leaves up to the top root. However, with divisive methods, the hierarchical 

sequence is created from the top root down to the bottom leaves. 

Agglomerative clustering begins with allocating each object in the dataset to a separate 

cluster, then it starts to recursively merge similar cluster pairs until attaining the required 

number of clusters. Divisive clustering begins with allocating all of the objects in the 

dataset to one cluster, and then it starts recursively splitting the data in each leaf cluster.  

Different algorithms can be classified under the hierarchical clustering type. BIRCH [56] is 

a single scan algorithm that uses a CF-tree structure to split the dataset incrementally. 

CURE [56] is an agglomerative algorithm that uses random sampling and a fixed number of 

objects to represent a cluster. Inter-cluster is calculated using the closest pair of these 

objects that belongs to other clusters. These algorithms produce arbitrary shape clusters but 

they are sensitive to the order of data.  

2.2.2.3 Density Based Clustering  

Density based clustering identifies clusters by utilizing a density based function that reflects 

the spatial distribution of the objects within a region in the dataset. The notion of clusters is 

defined as density connected objects that are maximal in relation to reachability distance. 

The density of objects within the cluster is higher than outside it. 
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Different algorithms can be classified under the density based clustering type. DBSCAN 

[57] is an algorithm that relies on the assumption that s cluster is a region where the density 

of objects inside it is higher than the density of objects outside it. It uses two parameters 

that represent the radius and the minimum number of objects inside the cluster. OPTICS 

[58] is an interactive algorithm that creates an ordering of the data based upon its density 

based clustering structure. OPTICS is an extended version of DBSCAN, but instead of 

assigning objects to clusters, it stores them in the order that they were processed.  

2.2.2.4 Grid Based Clustering 

Grid based clustering [56] starts by first quantizing the cluster space into a finite number of 

grids and then executes the desired process on the quantized space. These algorithms have a 

fast processing capability, depending on the number of cells in each quantized dimension in 

the cluster space and the remaining independent objects. The cells containing a number of 

objects more than a certain parameter are to be treated as dense cells, then these dense cells 

are connected to each other to build a cluster. 

Different algorithms can be classified under the grid based clustering type. STING [59] is 

an algorithm that divides the data space into several levels of cells in order to form a tree. 

The cells in the higher level consist of cells in the lower level. This algorithm relies heavily 

on the granularity of the lowest level cells. WaveCluster [60] is an algorithm that utilizes 

wavelet transform to transform the original feature space into other space where natural 

clusters within the data can be identified. As a result, this algorithm does not require the 

number of clusters as an input. 

2.2.2.5 Model Based Clustering 

Model based clustering [56] treats the clustering analysis as a supervised learning from 

incomplete data and employs a model derived from the statistical distribution of the dataset. 

Different algorithms can be classified under the model based clustering type. The Auto-
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Class algorithm [61] uses a Bayesian method to extract clusters from those datasets. First, it 

assumes that the dataset is generated according to the probability distributions like 

Gaussian, Poisson, and Bernoulli. The algorithm assumes that there is an unobserved 

variable within the data that reflects the cluster membership for every case. It starts with a 

random initialization of its parameters then incrementally adjusts them to find their 

maximum like-hood estimates. The Auto-Class algorithm is an example of one that extracts 

optimal clusters based on the prior probabilities. A self-organizing map neural network 

(SOM NN) [56] is another model based clustering that employs a two layer neural network, 

where each neuron of the SOM NN is represented by   dimensional input vector. During 

the training, the neurons are treated as cluster centres map units that try to form bigger 

clusters iteratively. The algorithm is robust and can extract clustering with arbitrary shapes. 

2.2.3 Distributed Clustering 

Several techniques have been utilized in the literature in order to attain distributed 

clustering. K-means algorithm has been broadly utilized to achieve distributed clustering by 

various scientists. A distributed clustering based on K-means was proposed in [62]. Their 

technique is equipped with a synchronization mechanism for updating the clustering model. 

The number of rounds in the synchronization mechanism is related to the iterations in the 

K-means algorithm. Another variation of this algorithm was presented in [63] to cluster 

data streams in P2P environment. Their technique is equipped with a sampling mechanism 

to reduce the synchronization phase. Based on these two techniques, numerous variations 

have been presented. The research work in [64] proposed an enhanced version of the K-

means algorithm in P2P networks with the ability to run in an asynchronous manner. 

Authors in [65] presented a parallel version of the K-means algorithm running on a 

homogenously distributed dataset. 
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2.3 Recommender Systems 

With the amount of information available on the internet about contents and products, it has 

been necessary to employ software systems which offer similar or better recommendations 

than humans. These systems later became known as automated recommender systems, 

which have been used to aid users in their decision-making regarding finding relevant 

products or items for them. The application area of recommender systems is huge and 

commercially extensive [66], providing solutions in diverse domains such as financial 

products, real estate, movies, books, music, news, friends, websites, and even groups to join 

or socialize with.  An early recommender system for an e-commerce application can be 

found here [26]. Several challenges currently exist in the design of recommender systems. 

For instance, some users’ preferences can be irrational or have incomplete user profiles, 

which can lead to generating inaccurate or overdue recommendations. Obtaining useful 

recommendations require the construction of extremely detailed user profiles that contain a 

great amount of personal information. This information will be stored in a centralized 

database of a recommender service provider that users have to trust. Many people won’t 

like that their personal data will be stored in a remote site without protection. In addition, 

the recommendation is a very personal process that can reveal considerable personal 

information. The final recommendations depend on the users’ profiles, so if the users 

provide inaccurate profiles then the recommendations are going to be less accurate. This 

thesis is centred on designing a private social recommender service such that the 

participants of the systems can preserve their privacy against an uncontrolled recommender 

service provider and other users collecting their profiles. The proposed approach does not 

affect the accuracy of the recommendations. We employed the formation of coalitions 

between users before starting the recommendation process. This is considered to be a more 

secure approach than interacting directly with a centralized social recommender service 

because coalitions prevent the creation of a single and complete database with all 
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information and avoid the usual centralized security attacks. Moreover, coalitions can be 

scaled to serve millions of users faster and cheaper than direct interaction with a centralized 

service. In the next sections, a definition will be given to a recommender system in Section 

2.3.1. Section 2.3.2 will illustrate the new trend of utilizing recommender systems as 

services. Finally, Section 2.3.3 will describe the taxonomy of recommender systems. 

2.3.1 What is a Recommender System? 

For a long time, crawlers have been utilized for identifying, collecting, and parsing as many 

websites as possible. These crawlers insert this gathered data into a huge database. Users 

can send a list of keywords to this database in order to retrieve a set of webpages containing 

these words. This model works well as long as users know in advance a list of specific and 

well-defined words for the webpages they are looking for. Preparing this list of well-

defined words is in some cases a difficult issue to realize. However, recommender systems 

aid the users in finding interesting and previously unknown webpages.  

With the number of decisions the users have to confront on an everyday basis [67], 

gathering all the information to make a well-grounded decision is a very time consuming 

process. Recommender systems appeared to create a model of users that captures their 

preferences in order to assist them in quickly making the proper decision and saving time 

and money. As a result, recommender systems can be referred to as experts and they have 

been used in crucial fields like health services, financial investments, and e-learning. It is 

believed that recommender systems can substitute for experts, not only because employing 

automatic recommender systems is cheaper than hiring an expert [66], but also because the 

referrals that are generated can outperform the advice of an expert. 

To summarize, different definitions for recommender systems can be found in the literature 

[67]. However, in this thesis, we will consider the definition of recommender systems as an 

automatic service that, given a user   and a set of items   some of them are unknown by  . 



Page 54 of 388 
 

The recommender service generates a personalized subset including the most interesting 

items of   for the user  . From this definition, we can infer that recommender services are 

automatic systems that generate personalized results that the user was not aware of. Our 

view in this thesis takes into consideration that recommender services should also take care 

of the privacy for participants during the recommendation’s process. Privacy is a necessity 

for a recommender service, since the recommendation process requires a detailed view or 

profile of each user. These profiles include sensitive information which captures the 

personal description of a particular user. Thus, privacy concerned users may be afraid of 

declaring their real profiles or release fake profiles, which in both cases impact the 

accuracy of generated recommendations. 

2.3.2 Software-as-a-Service Recommender System 

A recommender service provider is a new business model [68] which realizes a third party 

company offering a recommender service to a set of clients of registered content providers 

over a network. Examples of such outsourced recommender services include: Easyrec©, 

Directedge©, Starthq©, Barilliance©, Liftsuggest©, Smartfocus©, Sugestio©, and 

Myrrix©. These services host users’ data from various content providers then employ 

various techniques in flexible and transparent configurations in order to extract referrals 

that are delivered through APIs. These services can be scaled to serve multiple content 

providers, such that, this large provider base leads to a cost reduction in service leasing in 

contrast to when in-house recommender systems were deployed and operated by the 

content providers themselves.  
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Figure 2.4: Architecture of recommender service provider 

The architecture for a recommender service provider can be described as in Figure 2.4. The 

recommender service allows content providers to utilize its advanced computing resources, 

techniques, and expertise for generating referrals based upon data collected from users in 

their distribution networks. Content providers act as a mediator for accumulating users’ 

profiles and delivering the recommended contents to their subscribers.  

Generally, the collected profiles contain sensitive information, which raise privacy 

concerns for the users [69]. The main privacy threats of such a model are:  

1. How can users make sure that the recommender service provider is trusted enough to 

handle their profiles’ data in the same way that they announced? 

2. How can users make sure that the recommender service provider prohibits unauthorized 

parties from accessing their data? 

3. How can users make sure that the recommender service provider did not modify their 

data accidentally or intentionally?  

4. How can users make sure that the recommendation process did not reveal sensitive 

information about them? 
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A reliable behaviour from the recommender service provider can be imposed by a contract, 

but due to various cases, the legislation alone might not be enough. The rapid developments 

in technology, differences between privacy laws, complex breaches in the infrastructure of 

the recommender service provider, and finally, the difficulty in detection and prevention of 

violations in the outsourced data, all limit the feasibility of any legislative efforts. The goal 

of this thesis is to propose a PET to ensure the privacy of the data outsourced to a 

recommender service as an input while allowing the extraction of accurate referrals from 

this data. The proposed PET conceals the outsourced data in a way which enables the 

recommender service to execute its desired recommendation technique on the concealed 

data yielding accurate referrals compared with the ones extracted from the raw data. 

2.3.2.1 Steps of The Recommendation Process within The 

Recommender Service Provider 

As we illustrated before, content providers might utilize a third party recommender as a 

service in order to provide referrals for their clients [66]. In this section, we formalize a 

general description of the steps that a recommender service utilizes for providing referrals. 

The actual systems may reduce some of these steps while others can perform complex steps 

within them: 

 The content providers insert the profiles of items and descriptions about these items into 

the local database of the recommender service. These profiles contain the main 

characteristics of every item. This is an essential step since it allows the recommender 

service to identify the items that are going to be offered to the users. 

 A profile is created and assigned to each user registered at the content provider. This 

profile could be controlled by the user or content provider. These profiles capture the 

preferences, ratings, and personal information regarding the system’s users. Therefore, 

the information contained in these profiles is highly sensitive which imposes a 
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responsibility on the content providers to protect it in order to increase the 

trustworthiness of their services. 

 Users send a request to the recommender service that includes their preferences. The 

complexity of this process varies with different recommender types. 

 The recommendation algorithms/techniques are utilized in order to respond to the 

request, whereas recommenders search their internal database to select items that are 

appropriate to answer this request. The recommender service returns a set of identifiers 

for items that might be interesting to the users. These identifiers are linked to items 

offered by their content providers. 

 During the final phase, users access the recommended items. These generated referrals 

may be useful to enhance the service and future recommendations, since accessing 

those items does imply that the recommendation was correct. However, from the 

security point of view, this is a security leakage whereas an attacker may learn of the 

user’s profile by means of inspecting items that the user has utilized. 

2.3.3 Taxonomy of Recommender Systems  

Previous work in the literature created categories of recommender systems to classify all of 

them [66],[67],[68]. These categories are useful to understand the current trends in the 

recommender systems field. However, the practical recommender systems often share 

elements of several categories. In this section, a review will be made of the classification of 

the recommender systems based on three axes: 

 Data source: The recommender system might use past behaviour information of the user 

as the main source to provide recommendations. It could also analyse items’ profiles to 

decide which items might be interesting to the user. Section 2.3.3.1 will give an 

overview on this axis. 
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 Network structure: The recommender system can be centralized, decentralized, or 

hybrid in a social manner. Section 2.3.3.1 will outline this axis.  

 Security: The recommender system might protect the privacy of the users or not 

throughout the recommendation process. Section 2.3.3.3 will describe this axis in detail.  

2.3.3.1 According to the Data Source 

According to the data source used to generate referrals, the recommender systems can be 

divided into:  

 Collaborative or social filtering — where referrals are based on data collected from a 

network of users (social network). 

 Content based filtering — where referrals are generated by direct inspection of items’ 

profiles. 

 Knowledge based recommendations — where referrals are performed by an expert 

system that inspects users’ profiles. 

 Demographic based recommendations — where referrals are performed based on 

demographic information within users’ profiles.  

 Hybrid algorithm — most realistic as referrals are generated based on a hybrid of the 

previous approaches. 

Collaborative or social filtering is one of the most successful types of 

recommender systems where users help each other to detect interesting items. 

Recommendations based on collaborative filtering employ the ratings that other users made 

of the available items [66]. Therefore, it does not depend on the items’ profiles. The 

collaborative filtering algorithms aim to guess the rating that a specific user will assign to 

an item by means of aggregating the ratings provided by other users, weighted with the 

similarity between users. Recommender systems of this type are based on these 

assumptions: 
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 Any two users that have common preferences in the past will have common preferences 

in the future. As a result, ratings that the users give for items in their profiles are useful 

to decide similarities between users and to decide whether or not a given item is 

interesting for each user.    

 Only ratings are necessary for this type of recommender systems. Items’ profiles are 

considered redundant and the recommender does not use these data in their 

recommendations.  

The process of collecting ratings for items is hard and slow. It can be done using explicit or 

implicit methods. Explicit ratings collection is done by asking the user to do one or more 

from the following: rate an item on a sliding scale, rank items from highest favourite to 

least favourite, or select a set of items that he/she likes from a list. Examples of implicit 

ratings collection include: inspect the items that the user interacts with, analysing 

interaction between the user and items, or analysing the user’s social network to discover 

similar users.  

In a social network, a particular neighbourhood between the users can be calculated using 

the Pearson’s correlation between these users in order to discover users with the same tastes 

or preferences and then assign them to the same neighbourhood [66]. Thereafter, the 

predication function on neighbourhood ratings is employed to obtain a rating of a specific 

user for an item that he/she had never experienced or consumed before. 
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                 (2.5) 

         is the similarity of two users,    ,     is the average rating of user  , and      is 

the rating of user   of item  .         is the predicated rating for user   on item  . 

Another possibility is to provide a recommendation based on this neighbourhood by means 

of collecting the preferences of top-N neighbours of a specific user and then extract new 
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items from these preferences and offer them for the user. The approach of creating a 

neighbourhood has an advantage of reducing processing time by evaluating only items in 

that neighbourhood which is usually enough. Paradigmatic examples for systems that use 

collaborative or social filtering include: Amazon©, FilmAffinity©, StumbleUpon©, 

MovieLens©, Strands© and AggregateKnowledge©. 

Content based recommender systems analyse the items’ profiles to provide 

referrals to the users. It is strongly related to the information retrieval and filtering fields, 

where items are categorized in adjacent sets of interesting and not interesting according to 

their profiles [70]. It is based on the following ideas: 

 Content based recommender systems classify items into two sets, interesting items and 

not interesting items for all users. This classification is based on items’ profiles. The 

ratings that users give to some items are not relevant. 

 Content based recommender systems takes as an input the item’s profiles and optionally 

the user’s profiles to measure the suitability of a recommendation to a specific user. As 

a consequence, this recommender can state the reasons for a specific recommendation. 

 Content based recommender systems impose some internal structure to the items’ 

profiles or the existence of specific metadata about these items. This information aids 

the recommender in making a decision about their relevancy. 

The content based recommender system models the item using a profile, then it utilizes 

techniques such as Bayesian classifiers, neural networks, and cluster analysis [71] to 

classify these profiles. Examples of such systems that use content based recommender 

systems include: PANDORA©, Internet Movie Database©, and Webwatcher [72]. However, 

due to the limitations of this type of recommender system, currently social filtering 

techniques seem to be preferred by both the commercial and academic services. 

Knowledge based recommender systems are closely related to the expert 

systems. The recommendations are generated based on inferences about the user’s needs 
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and interests. Here, the knowledge is about the association of particular characteristics of 

the items to the current interests of a particular user [66]. These recommender systems are 

used when the user profile is not complete or the list of items that fulfil a set of 

characteristics is not enough. This type of recommender system depends on the following: 

 A survey to identify the interesting items must be taken during each interaction with 

the recommender in order to facilitate the classification of items in a very specific way 

for each user.  

 The use of the survey is an essential step since the system cannot trust the past history 

of the user to determine his/her interests. Moreover, this survey aids in capturing the 

relative importance of characteristics. 

The knowledge based recommender system needs a complex interaction between the user 

and the recommender. Examples for such systems that use knowledge based recommender 

systems include: StyleHop©, ModCloth [73], Yelp© [74], and TrustPilot [75]. 

Demographic based recommender systems use demographic information [76] 

in order to identify the types of users that like similar items and require data on the 

individual users of the system. The key functionality of the demographic based 

recommender system is creating categories of users having similar demographic 

characteristics. It then tracks the aggregate preferences of users within each of these 

categories. Recommendations for a new user are made by finding which category he/she 

belongs in order to apply the aggregate preferences of previous users in that category. 

Clustering analysis techniques [77] have been employed for that role in the demographic 

based recommender system, where clustering is used to generate user categories mentioned 

above by considering the demographic characteristics of the set of all previous users. The 

aggregate of each category consists of the list of items that were consumed by customers in 

that category. When a new user requires a recommendation, the recommender system 

computes the category to which he/she is closest, and then produces as a recommendation 
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on the corresponding list of items. Examples for such systems that use demographic based 

recommender systems include: Grundy’s system [78], and Lifestyle finder [79]. 

Hybrid approaches are utilized by combining the mechanisms presented in the 

previous sections, while they are rarely used in isolation [66]. For example, Amazon adds 

to its collaborative filtering mechanisms additional criteria such as other books by the same 

author, or other books in the same category. Most recommender systems share several 

properties from different categories. In this way, most recommender systems use hybrid 

approaches to create the list of recommended items [80]. Hybrid approaches can be 

implemented in several ways: 

 Make collaborative based, content based, knowledge based, and demographic based 

recommendations and then combine them. 

 Add content, knowledge, and demographic based capabilities to the collaborative 

filtering approach (or vice versa). 

 Unify all methods into one model. 

2.3.3.2 According to the Network Structure 

According to the network structure of the system, the recommender systems can be divided 

into:  

 Centralized. 

 Decentralized. 

 Hybrid. 

Centralized recommender systems store users’ profiles to a central server which 

performs all of the required analysis on these profiles [66]. Almost all current commercial 

recommender systems are centralized like: Google, Amazon, Pandora, IMDB, and 

FilmAffinity. In this way, the service provider of the recommender system can easily 
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monetize the recommendations and charge for them. Centralized recommender systems 

have the following characteristics: 

 Central database of users and items’ profiles, where every piece of data in the system is 

stored in it. The quality of recommendations is heavily dependent on the correctness of 

this data and similarity metrics. 

 Users obtain recommendations from a central entity and provide their feedback about 

recommendations through this entity. 

 This model has many security issues based on the fact that users have to trust in a 

central entity to act reasonably as expected without any misuse of their private 

information that they provide to receive these recommendations.  

Decentralized recommender systems contain a set of equal peers and there is no 

central service offered by any single node. In this way, the profiles of items and users are 

organized and managed in several peers of the network [66]. There is not a single point to 

get a recommendation. Instead, users ask their neighbours to form groups in order to get 

referrals. These groups are formed according only to the necessities of receiving referrals 

and maintain the function of the recommendation process. This type of recommender 

system is suitable for social networks which take the possession of two characteristics:  

 Every node (peer) in these networks is equal to any other node. 

 Lack of a central or traditional server. 

Services and data needs to be replicated in order to cope with the structure of this 

recommender system, such that any peer on the network will be able to offer the 

recommender service [67]. Moreover, this type of recommender system is suitable for users 

in mobile environments due to the dynamic nature of this recommender. This type of 

recommender system is inherited from P2P network coverage where none has a special 

significance to maintain the network. An example of such systems is Napster [81]. 
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Hybrid recommender systems appeared to handle the flaws in the decentralized 

recommender systems. With the current decentralized recommender systems, users create 

links not only to let the network work as expected, but also to improve the 

recommendations mechanisms [67]. These hybrid recommender systems make use of the 

social structure that is created within the network, such that they first organize users in 

neighbours or groups that share interests, where a centralized node in each group handles 

the recommendations in a way that is similar to the collaborative filtering model, and then 

each centralized node offers the recommendations based on the profiles of users in their 

clusters.  

2.3.3.3 According to the Security 

Security is an essential concern when designing any system. According to[69], an attacker 

might attack the recommender systems for the following objectives: 

 Exposing personal private information about single or multiple users. This privacy risk 

is associated with any user sending his/her profile to a recommender service. This risk 

increases with the centralized recommender systems since there is one entity that 

controls users’ profiles. However, this risk decreases with distributed recommender 

systems as users control which data to send for each recommendation process. 

 Analysing the users’ behaviours in order to learn patterns that exist within their 

personal private profiles. 

 Injecting bias for certain items or inserting fake items into the system, in order to 

increase the chance of getting them to be recommended. This attack is called a shilling 

attack [82] and it can be performed from the centralized recommender or from any 

users of the system. 

 Sabotaging the whole system so that the system will be unavailable to its intended 

users. As a result, no one will receive any recommendations. This attack is called a 

Denial-of-service attack [83]. 
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According to the security that recommender systems can offer to their users, the 

recommender systems could be divided into:  

 Unsecured recommender systems 

 Privacy aware recommender systems 

Unsecured recommender systems are those systems in which users’ profiles are 

stored and handled in a readable form during the recommendation process. Moreover, the 

final recommendations are known by everybody in the system. Nearly all the previously 

mentioned systems like Google and Amazon are unsecured recommender systems. It 

should be mentioned that securing the communication with a central recommender server 

does not mean that the recommender system is secure. In this case, the central 

recommender server knows everything about its users, and the users have to trust that the 

central recommender is not going to misuse the information in their profiles. 

Privacy aware recommender systems are those systems in which the privacy of 

users’ profiles is protected during the recommendations process. Moreover, the users 

receive private recommendations and only some of the participants of the recommendation 

process are aware of that. There are many solutions in the literature to achieve privacy 

aware recommender systems. The work in [84] was the first proposal to attain this. It 

considers a scenario in which a centralized recommender system generates 

recommendations using the collaborative filtering approach. Users remove some selected 

parts from their profiles before sending them to the recommender. The recommender is able 

to attain recommendations because it was able to predict to some extent the missing parts. 

Attackers cannot learn the original ratings from the protected ones, but users can decide if 

their original ratings are included in the model using zero knowledge protocols. In this way, 

there is no external entity that has access to the private profile of a user.  In [85], a privacy 

preserving approach based on peer-to-peer techniques is proposed using users’ 

communities, where the community will have an aggregate user profile representing the 
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group as a whole but not individual users. Personal information will be encrypted and the 

communication will be between individual users but not servers. Thus, the 

recommendations will be generated at the client side.  

In [86], a theoretical framework to preserve the privacy of customers and the commercial 

interests of merchants is proposed. Their system is a hybrid recommender system that uses 

secure two party protocols and public key infrastructure to achieve the desired goals. In [87, 

88] another method is suggested for privacy preserving on the centralized recommender 

systems by adding uncertainty to the data using a randomized perturbation technique while 

attempting to make sure that the necessary statistical aggregates such as the mean don’t get 

disturbed much. Hence, the server has no knowledge about true values of individual rating 

profiles for each user. They demonstrate that this method does not significantly decrease 

the obtained accuracy of the results. But recent research work in [30, 31] pointed out that 

these techniques don’t provide the levels of privacy as was previously thought. In [31],  it is 

pointed out that arbitrary randomization is not safe because it is easy to breach the privacy 

protection it offers. They proposed random matrix based spectral filtering techniques to 

recover the original data from perturbed data. Their experiments revealed that in many 

cases, random perturbation techniques preserve very little privacy. Similar limitations were 

detailed in [30]. Storing user’s rating profiles on their own side and running the 

recommender system in a distributed manner without relying on any server is another 

approach proposed in [89]. The authors proposed transmitting only similarity measures 

over the network and keeping users rating profiles secret on their side to preserve privacy. 

Although this method eliminates the main source of threat against user’s privacy, it requires 

higher cooperation among users to generate useful recommendations. Some authors 

explored the data-mashup of a different database to provide a joint recommendation which 

may be more accurate than any of the recommendations provided by the individual 

systems. These authors acknowledged the privacy problem that systems must solve while 

joining databases, and explored k-anonymity solutions [90] for that purpose. 
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2.4 Evaluation of Privacy Solutions 

Issues concerning data privacy have emerged globally. In this section, different 

technological and legislative solutions for preserving data privacy will be investigated. A 

number of successful technological solutions which have been proposed to obtain valid 

results while maintaining privacy safeguards will be enumerated in the following sections. 

These techniques were classified into four major categories: data partitioning techniques 

will be outlined in Section 2.4.1, and data obfuscation techniques, group based techniques, 

and data restriction techniques will be described in Sections 2.4.2, 2.4.3, and 2.4.4 

respectively. Finally, a brief discussion on the legislative efforts based on OECD principles 

will be presented in Section 2.4.5. 

2.4.1 Data Partitioning Techniques 

Data partitioning techniques have been applied to some scenarios in which the required 

datasets are distributed across a number of sites, with each site willing to share only the 

analysis results, not the source data. In such cases, the data can be either partitioned 

horizontally or vertically [91]. In a horizontal partitioning, different entities are described 

with the same schema in all partitions. However, in a vertical partitioning the fields of the 

same entities are split across the partitions. The current solutions can be further categorized 

into cryptography-based techniques which will be addressed in section 2.4.1.1 and model-

based techniques that will be described in section 2.4.1.2. 

2.4.1.1 Cryptography-Based Techniques 

In the context of PETs over partitioned data, cryptographic techniques were proposed to 

solve problems of the following nature: two or more parties want to conduct a computation 

based on their secret inputs. The main requirement is how to conduct such a computation so 

that no party knows anything except its own input and the final results. This issue was 

entitled a “secure multi-party computation” problem (SMPC) [92]. Secure multi-party 
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computation (SMPC) is an area of cryptography that deals with the realization of 

distributed tasks in a secure manner. The definition of security can have various angles, 

such as protecting the privacy of the data or computation against malicious attacks [92]. 

The idea behind secure multi-party computation was introduced in [93]. The paper 

introduces a technique that enables the implementation of any probabilistic computation 

between two participants in a secure manner. Later, the concept of using secure multi-party 

computation was introduced in [94]. In this model, two parties owning confidential 

databases wish to run a predictive analysis algorithm on the union of their databases 

without revealing any unnecessary information. In particular, this paper focuses on the 

problem of decision tree learning and uses ID3, a popular and widely used algorithm for 

this problem. The training set is distributed between two parties. This approach treats PETs 

as a special case of secure multi-party computation, and not only aims at protecting 

individual privacy but also tries to preserve leakage of any information other than the final 

result. The solutions presented in [95, 96] aim at extracting globally valid results from 

distributed data without revealing information that compromises the privacy of the 

individual sources. The solution presented in [97] proposed using secure multi-party 

computation to conduct k-means clustering when different sites contain different attributes 

for a common set of entities.  Each site has information for all of the entities for a specific 

subset of attributes. This work ensures reasonable privacy while limiting the 

communication cost. More recently, a new approach was introduced in [98] to address 

protecting medical data in the decision-making analysis. An algorithm is proposed to 

protect data before the analysis process takes place. The algorithm encrypts not only the 

attribute values but also the attribute labels. 

Secure multi-party computation is reversible, thus allowing the results of the models to be 

translated back to the readable form, but only by the database owner. Secure multi-party 
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computation can be very inefficient and heavy in terms of communication complexity when 

the inputs are large and a complicated function is used. 

2.4.1.2 Model-Based Techniques 

Model-based techniques are designed to perform distributed analysis tasks, such that each 

party shares just a small portion of its local model that is used to construct the global 

model. The solution presented in [99] addresses privacy-preserving frequent item-sets in 

distributed databases. Each site sends its frequent item-sets to a combiner that finds the 

globally frequent item-sets based on the local models. It is shown that the global model 

generated is accurate and the communication cost requires only one round of message 

passing around the sites and one reduction operation to aggregate the final results. Another 

solution presented in [100] relies on Expectation Maximization (EM) based algorithms. The 

intuition behind this approach is that, rather than sharing parts of the original data, 

appropriate generative models are built at each local site, and then the parameters of such 

extracted models are transmitted to a central node. This central node generates artificial 

samples from the underlying distributions using Markov Chain Monte Carlo techniques. 

This approach achieves high quality distributed clustering with acceptable privacy loss and 

low communication cost. 

2.4.2 Data Obfuscation Techniques 

These techniques modify the original values of a database that needs to be shared, and in 

doing so, privacy is ensured. The transformed database is made available for analysis and 

must meet privacy requirements without losing too much from the accuracy of the results. 

In general, data obfuscation techniques focus on finding an appropriate balance between 

privacy and accuracy. Methods for data obfuscation include uncertainty addition techniques 

which will be described in Section 2.4.2.1, and space transformation techniques which will 

be explained in Section 2.4.2.2. 
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2.4.2.1 Techniques for Introducing Uncertainty 

In statistical databases, techniques to add uncertainty to the original data can be used to 

protect individuals' privacy, but at the expense of disclosing some parts of the data, 

releasing data with less utility, and introducing biases into query responses [101]. However, 

for different services the major requirement of a security control mechanism (in addition to 

protecting the privacy) is not to ensure precise and bias-free statistics but rather to preserve 

the high-level descriptions of knowledge discovered from large databases [101]. Thus, the 

idea behind these techniques is that some noise (e.g., information not present in a particular 

tuple or transaction) is added to the original data to prevent the identification of confidential 

information relating to a specific individual. In different events, noise can be added to 

confidential attributes by randomly shuffling the attribute values to prevent the detection of 

some patterns that are not supposed to be found. Furthermore, we can classify these 

techniques into three categories:  

 Data swapping techniques: These techniques replace the original database with a new 

one that has the same probability distribution. Such techniques are suitable for 

protecting privacy in knowledge discovery based services. The idea behind data 

swapping is that it interchanges the values in the records of the database in such a way 

that statistics about groups (e.g., frequencies, averages, etc.) are preserved. The method 

proposed in [102] was designed for protecting the statistics of the released data for 

analysis. In this approach, a new dataset which is released to the services is a perturbed 

version of the original data set. It has also been shown that it is possible to balance 

statistical precision against the security level by choosing to perform the swapping in 

groups of records rather than in a small number of records. 

 Data perturbation techniques: These techniques distort the data to protect individuals' 

privacy by introducing an error (noise) to the original data. The noise is used to 

generate the new (distorted) database which is subjected to analysis. Service providers 
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should be able to obtain valid results (e.g., patterns and trends) from the distorted data. 

As opposed to statistical data analysis, services do not aim at obtaining a definite, 

unbiased statistical test that answers with a probabilistic degree of confidence whether 

the data fit a preconceived statistical model. The work presented in [103] aims at 

building a decision-tree classifier from training data in which the values of individual 

records have been perturbed by adding random values from a known distribution. The 

distribution of the resulting data appears different from the distribution of the original 

data. The authors proposed a novel reconstruction procedure to accurately estimate the 

distribution of the original data values in order to build classifiers whose accuracy is 

comparable to the accuracy of the classifiers built with the original data.  

 Data randomization techniques: These techniques allow one to discover the general 

patterns in data-sets within a specific boundary error, while conserving the original data 

values. Like data swapping and data perturbation techniques, randomization techniques 

are designed to find a good compromise between privacy protection and knowledge 

discovery. A framework for mining association rules from transactions consisting of 

categorical items was proposed in [104]. In this approach, the data are randomized to 

preserve the privacy of individual transactions. The basic concept in this work is to 

replace some items in each transaction by new items not originally present in this 

transaction. As a result, some true information is elicited and some false information is 

introduced to obtain reasonable privacy protection. A new data randomization 

technique has been applied to Boolean association rules [105]. The idea is to modify 

data values such that reconstruction of the values for any individual transaction is 

difficult, but the rules learned from the distorted data are still valid. Although this 

framework provides a high degree of privacy, mining the distorted database can be 

more expensive in terms of both time and space as compared to mining the original 

database. Considering that randomization is an efficient approach for PETs, some effort 
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has been made to optimize the trade-off between knowledge discovery and the 

protection of individuals' privacy. 

2.4.2.2 Data Transformation Techniques 

Data transformation techniques aim at protecting the underlying data values subjected to 

analysis without jeopardizing the similarity between objects under analysis. Thus, a data 

transformation technique must not only meet privacy requirements but also guarantee valid 

analysis results. A geometric data transformation method was proposed in [106] to distort 

numerical attributes by a combination of translations and rotations, the viability of using 

either a specific or the combination of these transformations for protecting privacy was 

extensively studied. The key finding was that by transforming a data matrix by rotations 

and translations, one would attain both accuracy and a reasonable level of privacy. A more 

accurate investigation on using geometric transformation is presented in [107]. In 

particular, it is shown that distorting attribute pairs in a database by using only rotations is a 

promising approach to protect data privacy without jeopardizing the similarity between data 

objects under analysis. This technique is similar to obfuscation since the transformation 

process makes the original data difficult to perceive or understand, and preserves all the 

information for analysis.  

2.4.3 Grouping Based Techniques 

There are several methods thought to have been developed by researchers in the database 

community that handle tuples in a “group-based” mode, using information about specific 

tuples globally to transform them in a way which preserves specific privacy metrics. These 

modified records can then be published without fear of reconstruction by attacks such as 

those described above, even in the presence of certain kinds of domain knowledge linked 

against the released dataset. However, a key problem with these group-based methods is the 

suitability of the transformed records for different analysis tasks, and the general utility of 
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the published data. In many of the subsequent methods, a general assumption is assumed 

that specific fields of a record contain quasi-identifier attributes that uniquely identify an 

individual associated with the record, as well as sensitive attributes that must not be linked 

to the individual by an untrusted third party. Grouping-based techniques can be classified 

into three variants as listed below. These techniques differ in their own objective metrics 

but rely on achieving the final state where k records look exactly the same. 

 k-Anonymity:  It is considered the first and most famous heuristic-based approach 

developed for anonymisation which was introduced by [108, 109]. This framework is 

predicated on the fact that when publishing anonymised database records to external 

parties, eliminating identifier fields such as a name or social security number may be 

insufficient to stop attackers from linking the records against public data sources. Each 

released record in the dataset is associated with an individual, and contains values that 

are personal, which should not be directly linked to that individual after anonymisation. 

The record also contains some quasi-identifier fields, which when taken in combination 

and linked to some external source yield the connection between the record and the 

individual. The concept of k-anonymity conceptualizes a user specified privacy level 

that must be obtained by transforming the records before the data can be published. To 

be k-anonymous, a data release must be modified such that every combination of quasi-

identifiers can be indistinguishably matched to at least k individuals. The most common 

operators are suppression (removing all or part of the values of a field) and 

generalization (using some predetermined generalization tree). In general, given some 

cost function for suppressing or generalizing values, it is NP-hard to compute the 

minimal cost k-anonymisation of a given data set [110, 111]. 

 l-Diversity: A major drawback of the k-anonymity metric introduced in [109] is that it 

can leave an anonymised data set open to so-called “homogeneity attacks”. The basis of 

the attack is that k-anonymisation algorithms can potentially create equivalence classes 



Page 74 of 388 
 

of k anonymised records that are each associated with the identical sensitive attribute 

value. To overcome this deficiency, the authors in [112] introduced the concept of l-

diversity, where they presented an algorithm that prejudices the search for a k-

anonymous transformation to those in which at least l-sensitive attribute values appear 

in each equivalence class.  

 t-Closeness: Authors in [113] demonstrated that even after anonymising to produce an 

l-diverse transformed data set, the distribution of sensitive attribute values might be 

changed in such a way that it reveals some information about them. This is known as 

the similarity attack; since it exploits the similarity of sensitive attribute values. To 

defeat attacks such as these, authors proposed the t-closeness criteria, which stipulates 

that each k-anonymous equivalence class should contain sensitive attribute values that 

are distributed as closely as possible to the original overall data set.  

2.4.4 Data Restriction Techniques 

Data restriction techniques focus on limiting the access to certain results through either the 

generalization or suppression of information or by preventing the extraction of specific 

patterns that are not supposed to be found. Such techniques can be classified into two 

categories, blocking-based techniques that will be described in Section 2.4.4.1 and hiding-

based techniques which will be presented in Section 2.4.4.2. 

2.4.4.1 Blocking-Based Techniques 

Blocking-based techniques aim at hiding some sensitive information when data are shared 

with external services. The private information includes sensitive results that must remain 

private. Before releasing data for analysis, data owners must consider how much 

information can be inferred or calculated from large databases and must look for ways to 

minimize the leakage of such information. The work presented in [114, 115] investigates 

the need for developing secure policies to minimize or eliminate the threat introduced by 



Page 75 of 388 
 

knowledge extraction algorithms in the context of analytical services. It is shown that from 

unclassified data, one is able to infer confidential information that is not supposed to be 

disclosed. This work was later extended in [116] for privacy-preserving association rule 

mining which is a new methodology that was proposed to hide knowledge in relational 

databases and to control the unauthorized disclosure of directed and undirected inferences.  

2.4.4.2 Hiding-Based Techniques 

Unlike blocking-based techniques that hide sensitive information by limiting or replacing 

some items or attribute values with unknowns, hiding-based techniques hide sensitive 

information by strategically suppressing some values in the databases or generalizing them 

to protect privacy in results. These techniques can be categorized into two major groups: 

data-sharing techniques and pattern-sharing techniques. In the former, the hiding process 

acts on the data to remove or hide the group of sensitive association rules that contain 

sensitive knowledge. In order to do so, a fraction of the transactions which contain the 

sensitive rules have to be modified by deleting or adding one or more items. In the latter 

case, the concealing algorithm acts on the rules extracted from a database, instead of on the 

data itself. The algorithm removes all sensitive rules before the sharing process. 

The idea behind data-sharing techniques was first introduced in [117]. The authors 

considered the problem of limiting disclosure of sensitive rules by hiding some frequent 

item-sets from large databases with as little impact on other non-sensitive frequent item-

sets as possible. In [116], the authors investigated confidentiality issues related to a broad 

category of association rules and proposed some algorithms to preserve the privacy of such 

rules above a given privacy threshold. Although these algorithms enhance privacy, they are 

expensive in terms of execution time since they require numerous scans over the database.  

Regarding pattern-sharing techniques, one approach that falls into this category was 

introduced in [118]. This method addresses the sharing of association rules between two or 



Page 76 of 388 
 

more parties. This method is composed of a concealing algorithm for protecting sensitive 

knowledge before sharing association rules. A framework was proposed in [119] to 

transform an original database into a new one by using generalization and suppression to 

satisfy some privacy constraints. This work also introduces some metrics to quantify 

information loss in the transformed database. The data transformation problem is solved by 

using an algorithm to optimize the appropriate metric. This work considers the trade-off 

between privacy and information loss. 

2.4.5 Fair Information Practice Principles for 

Privacy 

In this section, the privacy principles established by the Organization for Economic 

Cooperation and Development (OECD) are highlighted in Section 2.4.5.1, and the 

implications of utilizing those fair information practice principles in the context of our 

proposed privacy enhancing framework will be analysed in Section 2.4.5.2. Section 2.4.5.3 

will highlight the boundaries that are utilized in designing privacy enhancing frameworks. 

2.4.5.1 The OECD Privacy Principles 

The Organization for Economic Co-operation and Development (OECD) [34] formulated 

sets of principles for fair information practice that can be considered as the primary 

components for the protection of privacy and personal data. A number of countries have 

adopted these principles as statutory law, in whole or in part in order to govern the data that 

customers provide for third party services operating at remote sites. These principles can be 

described as follows: 

 Collection limitation: Data collection and usage for a remote service should be limited 

only to the data that is required to offer an appropriate service.  

 Data quality: Data should be used only for the relevant purposes for which it is 

collected.  
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 Purpose specification: Remote services should specify up front how they are going to 

use data and users should be notified up front when a system will use it for any other 

purpose. 

 Use limitation: Data should not be used for purposes other than those disclosed under 

the purpose specification principle without user consent.  

 Security safeguards: Data should be protected with reasonable security safeguards 

(encryption, secure transmission channels, etc.).  

 Openness: The user should be notified upfront when the data collection and usage 

practices started.  

 Individual participation: Users should have the right to insert, update, and erase data in 

their profiles stored at remote services.  

 Accountability: Remote services are responsible for complying with the principles 

mentioned above.  

2.4.5.2 The Implications of OECD Principles in Designing Privacy 

Enhancing Frameworks 

In the next section, the research work in [120] is presented that classifies the implications of 

OECD principles with respect to privacy frameworks. Their suggestions will be used in 

order to state which principles should be considered as a norm in designing our privacy 

enhancing framework: 

 Collection Limitation: This principle is too general to be applied in our privacy 

enhancing framework. As a result, we decided to leave this task for the user to 

determine a sensible realization for the notion of very sensitive data. Moreover, the 

users are responsible for making their data public or private by employing privacy 

preferences languages to specify rules or levels for releasing their data such that a 

conscious automatic choice can be made about which group gets to see what. By 

catering to the second boundary, it gives the end-users the choice to join a peer-group, 
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using an anonymous network or leaving the recommendation process, where the users 

can join a peer-group only with trusted end-users or their friends. 

 Data Quality Principle: Most of the privacy enhancing frameworks assume that the data 

is in an appropriate form to be processed by obfuscation or anonymization techniques. 

However, data cleaning methods can be utilized locally to handle imprecision and 

errors in data before any concealment process. We mitigated this principle by selecting 

two common types of erroneousness in the users’ data, which are incomplete users’ 

profiles and outliers. We then proposed a set of concealment algorithms which take into 

consideration pre-processing the incomplete user profiles and handling outliers on these 

profiles. Other types of deviations should be investigated in future research. Meanwhile, 

we left the task of handling other erroneousness to the user, in order to maintain an 

accurate profile for the recommendation process and to facilitate a straightforward 

concealment process. 

 Purpose Specification Principle: This principle is relevant for our privacy enhancing 

framework. Users should be well informed at the outset prior to the collection and 

processing of their information. 

 Use Limitation Principle: This principle is relevant for our privacy enhancing 

framework and related to the previous principle. The collected information from users 

must be used only for the purpose that was disclosed at the time of collecting this 

information. 

 Security Safeguards Principle: This principle is relevant for our privacy enhancing 

framework but related in general to data security. We have mitigated this principle by 

associating two profiles for each user; one is a local profile in a plain form that is stored 

locally in his/her machine and the other is a public profile in a concealed form that is 

stored remotely at the remote service. This ensures that personal users’ data is protected 

from unauthorized users.  
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 Openness Principle: This principle is relevant for our privacy enhancing framework. 

Users should know what data about them have been gathered and processed. However, 

most of the social recommender services do not disclose the logic behind the scene due 

to intellectual property issues. Our framework enables the user to decide either to join 

or not to join a certain recommendation process and also to control what data to release 

within a certain recommendation process. 

 Individual Participation Principle: This principle is relevant for our privacy enhancing 

framework. Users are aware that the generated referrals are related to their released 

data. Users can challenge the value of the generated referrals and decide either to 

participate or not. Therefore, there should be a certain mechanism to carefully outline 

the weight of this principle to the users.  

 Accountability Principle: This principle is irrelevant for our privacy enhancing 

framework. Remote services should inform users about the policies related to the usage 

of the generated recommendation model including the consequences of abusing the 

collected data. This principle is too general in scope or area to be utilized for PETs. 

Based on the outline we declared above, we categorized the OECD principles into two 

groups according to their influence on the context of PETs:  

Group 1 consists of those principles that should be considered as design principles in 

our privacy enhancing framework, such as data quality, purpose specification, use 

limitation, security safeguard, openness and individual participation.  

 Group 2 involves some principles that are too general or irrelevant in PETs. Some of 

those principles depend on the applications where PETs are needed, and their effects 

should be understood and carefully evaluated depending on these applications. 

The principles categorized in group 1 are relevant in the context of our collaborative 

privacy framework and are fundamental for further research, development, and deployment 

of privacy enhancing frameworks. 
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2.4.5.3 The Boundaries of Designing Privacy Enhancing Technologies 

The boundaries and content of what is considered private differ among cultures and 

individuals, but share basic common themes. Inspired from the work in [121], we 

summarized the challenges for developing a privacy enhancing technique as boundaries and 

for each boundary, we describe a tension which the boundary has to face. These boundaries 

are as following: 

 The disclosure boundary (privacy and publicity) - this can be defined as a tension 

between the privacy and publicity. The user has to decide what to keep private and what 

to make public. 

 The identity boundary (self and other) - the users need to decide which identity to 

disclose to whom. This is a tension between different identities that a user might have. 

 Temporal boundaries (past, present and future) - this is a tension on the time aspect. 

What is not private in the past might become so in the future and vice versa, and when 

the information is being persistent much of the actions done in the past cannot be 

undone.  

As we presented in the appendices, our contributions address the first two boundaries. The 

end-users have the choice to make their data public or private by employing privacy 

preferences languages to specify rules or a level for releasing their data such that a 

conscious automatic choice can be made about which group gets to see what. Other options 

catering to the second boundary include: giving the end-users the choice to join a peer-

group, use an anonymous network or leave the recommendation process, where the users 

can join a peer-group only with trusted end-users or their friends. However, the temporal 

boundary is not really addressed in our current work, but we plan to address it in future 

work.   
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Chapter 3 

Research Summary 

The research work described in this thesis is believed to make a significant contribution 

towards distributed clustering techniques and introduces a novel collaborative privacy 

framework with stochastic techniques for social recommender services. The different parts 

of the contributions will be described in this chapter. Section 3.1 will present a novel 

distributed clustering algorithm, while Section 3.2 will depict the attack model for social 

recommender services. Section 3.3 will present our novel collaborative privacy framework 

for social recommender services. Sections 3.4, 3.5, 3.6, 3.7, and 3.8 will present five 

applications of our collaborative privacy framework, which are privacy aware data mash-

ups for IPTV recommender service, privacy aware recommender service for IPTV content 

providers, private community discovery & recommendation service, privacy aware mobile 

jukebox recommender service, and privacy aware location based recommender service 

respectively. Finally, Section 3.9 will present the answers to the research questions that 

were introduced in Section 1.5.   

3.1 A Distributed Clustering Algorithm 

In this thesis, Article II will present an efficient distributed clustering algorithm (DLC) that 

bears in mind the privacy issue. The model building mechanism in DLC is based on two 

mechanisms that use only the statistics (field function) about the data without the need to 

gather all of the original data from each site. DLC requires only three parameters by 

following two steps which are presented below: (1) local learning and analysis step (LLA) 

and (2) distributed clustering step (DC). 
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Local Learning and analysis Step (LLA) 

LLA is an elementary pre-processing and essential step in all of our proposed PETs. It was 

developed based on research work in Article I, which investigates a method for selecting a 

subset of relevant features from which a clustering model is built. The feature weight in the 

dataset is estimated using a weight factor         

        
       

 
          

      
 
   

                                            (3.1) 

LLA can be utilized for detecting dense regions and outliers from the dataset using an 

influence function that is proposed in [122]. We used a Gaussian influence function as an 

indicator that is calculated for nearest neighbours. All of the other points can be neglected 

without causing considerable error. We calculated the field function for a point as a 

summation of the influence in its nearest neighbours. A detailed description of LLA is 

presented below. 

Distributed Clustering Step (DC) 

The DC algorithm uses the single link (slink) algorithm in [123], but with some modification 

to estimate the merge error based on [2]. It uses the membership function in [124] with 

modification based on the field function notation. The algorithm takes one input which is the 

least error threshold (LET). DLC steps 1 and 2 are illustrated below. 

A privacy preserving version of the DLC algorithm using cryptographic protocols was 

presented in Article II with an application of the hospitals’ collaborations.  
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Require: local parameter  , threshold    

1. Influence of   on   ( ,      ):        
       

  
       

   .  

2. The field function for a point:        
       

  
       

    
    where   are 

the nearest neighbors for  . 

3. Calculate outlierness degree factor (ODF) [1]:         
     

 
 

     
 , 

 if           ,    is local outlier. 

4. Based on local parameter  ,            , y is candidate local core 

point. Note that   value should be a point that shows variation in 

densities. 

5. Based on influence and field functions, it calculates initial cluster 

density [3] as follows: 

           
               

          ,                   

6. Check each data point if it will increase or decrease the density of the 

clusters when it joined or left clusters respectively within fixed threshold 

  , and then calculated:  

         
             

                 
      

7. If          
           

 

The clusters that amplify density gain when data points joined it; are 

chosen as candidate clusters from the density perspective, else keep the 

current. 

8. Recalculate the influence and field functions to each         ’s 

member; and the highest density point will be local core point. 

DLC Step 1 Local Learning and Analysis (LLA) 
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Privacy in Pervasive Healthcare Service 

Article XIV presented the guidance for developing personalized health systems (pHealth) 

which comply with the requirements of immerse medical devices in daily patients’ 

activities without changing their life activity. pHealth scheme was presented (as shown in 

Figure 3.1) which address technological limitations in order to extend dynamic user 

participation. 

Utilizing patients’ health profiles, a private monitoring application for the analysis of ECG 

data within a personalized healthcare system was given in Article XV. This scenario 

requires capabilities of analysis of distributed profiles. The proposed DLC algorithm was 

utilized on a real dataset to diagnose the cardiopathy condition of ECG patients’ signals. 

The LLA step was used to gather statistics about ECG data then a clustering model was 

         
       

 

        
  

   

 

                   
            

 

        
  

   

 

   

 

Require: Error threshold     

1. Calculate the summation of all field functions for each point in all sites 

and store it in a sorted table.  

2. All sites agree on common   range to classify high density points.  

3. Select the highest density point to be the starting point for the current 

cluster. 

4. If the same point in all sites   dense point’s cluster neighbors 

Then Expand the current cluster by adding this point 

Else Assign each point to its nearest dense point according to: 

5. Start a new cluster and repeat steps 2 to step 4 until all points are 

clustered. 

6. Assign outliers based on step 4. To the nearest cluster. 

7. According to [2] merging two clusters based on least error: 

                  = 
                                

  

                 
  

the membership function is calculated as follows:  

8. Repeat step 7, until the error     . 

DLC Step 2 Distributed Clustering (DC) 
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built based on these statistics to enable a private analysis of ECG data in order to discover 

specific cardiovascular disease patterns. An overview of this monitoring application is 

presented in Figure 3.2.  

 

Figure 3.1: Personalised Healthcare Services Schema 

 

Figure 3.2 Personalized Medical Application for Early Cardiovascular Diagnostics 
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Finally, Article XVI presented a collaborative platform called a distributed platform of 

health profiles (DPHP) for personal health profiles that enable individuals or groups to 

benefit from their personal health profiles. It stores user’s personal health profiles in a non-

proprietary manner which will enable healthcare providers and pharmaceutical companies 

to reuse these personal health profiles in parallel in order to maximize effort where users 

benefit from each usage for their personal health profiles. DPHP utilizes a modified version 

of the LLA step to facilitate the selection of appropriate data aggregators and evaluating 

their offered data in an autonomous way. We utilized PETs proposed in Article VIII to 

preserve the privacy of the merged profiles from multiple sources involved in the data 

aggregation. The reason for choosing these PETs is their ability to preserve the aggregates 

in the dataset to maximize the usability of information in order to attain accurate machine 

learning clustering. 

 

 

 

 

 

 

 

 

 

 

 

 

  

   the average of cluster           

Require: Initial values:          , Number of categories:   

1. Select any values                  from    randomly 

2. Set an initial starting category                

3. Do until the group member is stable 

For each           

If              

    
 

        
 

     

    
 

          
 

     

If       then    is in the cluster  categor   of    

Else    is in the cluster  categor   of      

End if 

End If 

End for  

End Do 

 

Algorthm 1: Modified LLA Clustering Algorithm 
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Evaluation Results 

In order to measure the accuracy of the DLC algorithm in determining different heartbeat 

clusters, Figure 3.3 shows the relation between merge error in the DC stage and the number 

of clusters. As shown in Figure 3.3, the merge error (LET) decreases, which indicates that 

only equivalent heartbeat clusters are being merged. Moreover, in order to evaluate the 

performance of the proposed algorithm, two error metrics defined in [125] were used. The 

first metric is clustering error (CR) which is the percentage of heartbeats in a cluster that do 

not correspond to the class of such a cluster and the second metric is the critical error (CIE) 

which is the number of heartbeats in a class that do not have a cluster and are therefore 

included in other’s classes’ clusters. The relation between the different number of clusters 

and the values of clustering error (CR) and critical error (CIE) was depicted on Figures 3.4 

and 3.5. 

 

Figure 3.3: The Relation between Different Clusters and Merge Error 

 

Figure 3.4: The Values of CR for Different Number of Clusters 



Page 88 of 388 
 

 

Figure 3.5: The Values of CIE for Different Number of Clusters 

As seen above, both CR and CIE for the DLC algorithm decrease with the increase in the 

number of clusters until reaching correct number of clusters. Finally, comparing the 

obtained results from DLC algorithm with other clustering algorithms like BIRCH and k-

means; the results show that the obtained accuracy of the results achieved using DLC 

algorithm is close to the ones obtained with these algorithms. 

3.2 Attack Models for Social Recommender Services 

In this research, collaborative privacy assumes that the user’s profile is stored at the user 

side in his/her device. Usually, the user’s profile suffers from the sparsity problem since it 

only contains preference data for a small fraction of the items that have been consumed by 

its user. This sparsity in preference data significantly increases the difficulty of any 

concealment techniques since it has an adverse effect on the attained privacy level. 

Unfortunately, existing algorithms are not effective when applied to sparse preference 

datasets. Moreover, most of the existing anonymization algorithms are built around the 

assumption that there are two non-overlapping value sets: sensitive values, which need to be 

kept private, and quasi-identifier values, which can be used by the attacker to identify 

individuals. While in preference data, these two sets are not disjoint; all preference 

information could be sensitive, and can also potentially be used as quasi-identifiers. This 

additional challenge requires new privacy models that need to be applicable for preference 
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data.  The proposed two stage concealment process which is hosted within our collaborative 

privacy framework fall into the category of data obfuscation techniques. It is known that the 

attack models for data obfuscation techniques are different from the attack models for 

encryption-based techniques. However, no common standard has been implemented for data 

obfuscation so far. Existing techniques have primarily considered a model where the 

attacker correlates obfuscated data with data from other publicly-accessible databases or 

leaked datasets about the victim in order to be able to uniquely identify a user. This is 

especially true if the user has “not-so-popular preferences” that reveal sensitive items in 

his/her profile.  

In this research, we assume that an adversary aims to collect preferences in user’s profiles 

in order to identify and track users. Thus, we consider our main adversary to be an 

untrusted recommender service to which users send their preferences. We do not assume 

the social recommender service to be completely malicious. This is a realistic assumption 

because the social recommender service needs to accomplish some business goals and 

increase its revenues. The social recommender service can construct the profiles of the 

users based on the requests sent. Hence, the problem we are tackling has two sides. We 

want to detain the ability of the adversary to identify users based on a set of identifying 

interests and thus track them by correlating these data with data from other publicly 

accessible databases or leaked datasets about the victim. At the same time, we want to 

prevent the adversary from profiling the users through their network identity and therefore 

invade their privacy. Intuitively, the system privacy is high if the social recommender 

service is not able to reconstruct the real users’ preferences based on the information 

available to it.  

Two main threat models were employed to mimic attacks on the proposed two stage 

concealment process, mainly, the Graph Matching [126] and Re-identification [127] 

Attacks. Within the Graph Matching Attack, an untrusted social recommender service 
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trying to link the group profiles’ data to certain users was modelled. The user profiles 

contain a set of item ratings   . Upon receiving a request for a recommendation process, 

each user within the peer-group performs local concealment on his/her items’ ratings then 

forwards them to the super-peer, who will aggregate all these ratings profiles of the 

member within the peer-group in one group profile to form    .The super-peer will execute 

a global concealment on this group profile, then will forward it to the social recommender 

service. Each user has a hidden set of item ratings      and a released set of item ratings 

     . The       is already in the group profile at the super-peer side. The total item ratings 

by all users can be represented as a bipartite graph, with each user   within a peer-group   

represented as set of nodes    and the complete item ratings set    . The set of edges 

connecting a user in   to a subset of   defines the user’s profile. The hidden graph,     , 

contains the hidden items’ ratings of the user while the release graph     , is the graph built 

by an untrusted social recommender service provider colluding with one or more of the 

super-peers/members. The privacy metric proposed in [126] was employed to evaluate the 

attained privacy by the proposed concealment process. The metric measures the achieved 

privacy in the two stage concealment process using concepts of graph matching, where the 

untrusted social recommender service tries to match      to     . The value    represents 

the frequency of releasing this items’ rating for different requests regarding this item’s 

genre. The higher value for this metric implies a higher privacy level attained.   

privacy  
 

 
  

 
 
     

    
   

 
 
  

          

 

The Re-identification Attack measures the disclosure risk of the proposed global 

concealment technique as the probability of re-identifying the globally concealed group 

profile based upon a portion of the originally released profiles from a malicious member 

within a peer-group. Inside this attack, the untrusted social recommender service in 

collaboration with a malicious peer wants to filter out the existing collected items from a 
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group profile based upon a portion of the originally released items which have been 

disclosed by a malicious member within a peer-group in order to discover if certain 

preferences were released by the victim’s profile. As a result, the record linkage [127] 

metric was employed to measure the difficulty of finding correct matches between the 

original preferences and its concealed version within the group profile. Given a group 

profile as the set       
    

    
     

  , the record linkage can be expressed as: 

   
      

   
   

 
     

Where      
   is the probability of a concealed rating for specific item, and it is computed 

as following: 

     
    

   if   
   

 

   
 if   

   
  

Where   
  is the original rating,   

  , is its concealed version and   is the set of original 

ratings about a specific item, that has matched with the rating   
 . Thus, we searched the 

original profile    for matches with a concealed rating   
 , the set of matched ratings   is 

searched for matches with   
  based on an item. If   

   , then      
   is calculated as the 

probability of finding   
  in  . If no matches are found,      

    .  Articles III, IV, VII, 

VIII, XI and XIII present a realization of these attacks and how our proposed PETs within 

the two stage concealment process protect the profile privacy against these threats. 

The Role of OECD Principles in Collaborative Privacy Framework 

In this section, we will discuss the role of OECD principles in designing the proposed 

collaborative privacy approach which reduces privacy risks and facilitates privacy 

commitment. The proposed solution realizes privacy aware recommendations while 

complying with the current business model of a third-party social recommender service. 

The privacy obtained through the proposed collaborative privacy approach is as follows: 
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 Collection Method: The proposed solution attains an explicit data collection mode. 

Users are aware that a data collection within a recommendation process is happening 

and they can make a wise decision about whether or not to provide their data in this 

recommendation process. Privacy policies such as P3P are utilized to explain to the 

users how their data is going to be used. Users utilize privacy preferences in order to 

control what data from their profiles gets collected at each concealment level. However, 

formalizing such privacy preferences is not an easy task. Users need to realize various 

privacy issues. Additionally, users need to deduce future recommendation requests that 

might raise privacy concerns for his/her collected data. The user can employ an 

anonymous network while sending this locally concealed data to either the super-peer or 

the social recommender service. 

 Duration: The proposed solution attains a session based collection that allows for a 

simpler service that does not need the storage and retrieval of users’ profiles. The data 

related to the recommendation process is collected from the users’ profiles in a 

concealed form. This concealed data is only feasible for the recommendation purposes. 

This reduces privacy concerns since minimal data will be collected and also ensures 

compliance with privacy laws. The concealed data is stored at the third party service in 

order to enhance the recommendation model and future requests. Moreover, this data by 

default is protected by the retention policies of data protection laws. 

 Initiation: The proposed solution attains a user based recommendation. Users are the 

entities that initiate the recommendation process. Each user in the network is aware that 

a recommendation process is happening and he/she can decide whether or not to join it. 

The incentive for participants when joining a recommendation request includes 

receiving referrals regarding a certain topic in a private manner. 

 Anonymity: The proposed solution attains anonymity which aids in preventing frauds 

and Sybil attacks. The anonymity is realized within the collaborative privacy 

framework using the following procedures: 
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a. Dividing system users into a coalition of peer-groups: each peer-group will be 

treated as one entity by aggregating its members’ concealed data in one aggregated 

profile at the super-peer. This super-peer will then handle the interaction with the 

social recommender service. Participants within the coalition interact with each 

other in a P2P fashion and form a virtual topology to aggregate their data.  

b. Using anonymous channels like Tor: individual participants might benefit from 

these anonymous channels while contacting the recommender service or other 

members in their coalition. 

c. Utilizing pseudonyms for users: each user within the system is identified by a 

pseudonym in order to reduce the probability of linking his/her collected profiles’ 

data with a real identity. 

 Local Profiles: Our solution attains local profile storage. Users’ profiles are stored 

locally on their devices (setup box, smart phone, laptop...) in encrypted form. This can 

guarantee that these profiles are attainable only to their owners. Furthermore, in doing 

so these profiles will be inaccessible to viruses or malware that may affect the user’s 

machine to gather his/her personal data. As a result, each user will possess two profiles; 

one is a local profile in a plain form that is stored locally in his/her machine and is 

updated frequently. The other is a public profile in a concealed form that is stored 

remotely at the service provider and is updated periodically within each 

recommendation process where this user participated. 

 Privacy enhancing technologies: Our solution relies on a set of machine learning cluster 

analysis based stochastic PETs. These PETs are to be carried out in two consecutive 

steps within a two stage concealment process. The proposed PETs destroy the structure 

in data but, at the same time, maintain some properties in it which is required in the 

planned recommendation. The implementation of such applications also confirmed that 

it is feasible to make use of and, at the same time, to protect the personal sensitive data 

of individuals, and to do so in an accurate way.  
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3.3 Collaborative Privacy Framework for Social 

Recommender Services 

In this thesis, Articles VI, VII, VIII, X, and XIII present a collaborative privacy framework 

that implement a two stage concealment process. This framework utilized a set of machine 

learning based stochastic techniques that introduce carefully chosen artificial noise in the 

data so as to retain its statistical content while concealing all private information. In that 

way, privacy is achieved for both individual participants and groups of participants. The 

proposed framework was applied as a middleware which combines all of these techniques 

to make it possible to efficiently take advantage of this work. This middleware enables 

participants to be organized in a distributed topology to achieve privacy for participants 

with relatively low accuracy loss. However, this topological formation prevents the service 

provider from creating a centralized database with raw personal data from each user. It also 

permits a decentralized execution of a two-stage concealment process on users’ personal 

data. This topological execution in the proposed middleware satisfies the requirements of 

high scalability and reduces the risk of privacy breaches. The validity of the framework is 

demonstrated by the implementation and evaluation of the proposed solution within a set of 

important innovative applications. A general overview of the proposed framework is shown 

in Figure 3.6 

The framework demands that users be organized into peer-groups with a specific virtual 

topology in order to create an aggregated profile (group profile).This topology might be 

simple like ring topology or complex like hierarchical topology (see Figure 3.7). This 

ordering enables users to attain privacy by collaboration between them. Data is shared 

between various users within the same peer-group after it is locally concealed. The super-

peer will be responsible for executing a global concealment process on the aggregated 

profile (group profile) before delivering it to the recommender service. 
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In our collaborative privacy framework, the notion of privacy surrounding the disclosure of 

users’ preferences and the protection of trust computation between different users are 

together the backbone of this framework. A trust based obfuscation mechanism was applied 

at the participant side such that trust computation is done locally over the obfuscated 

participant’s preferences. Utilizing a trust heuristic as input for both group formation and 

the obfuscation process has been of great importance in mitigating some of the malicious 

insider attacks described in Article XIII. 

Figure 3.8 illustrates the enhanced middleware for collaborative privacy (EMCP) which in 

the early version was called (AMPR) components running inside the user’s local device. 

EMCP consists of different cooperative agents. A learning agent captures the user interests 

about miscellaneous items explicitly or implicitly to build a rating database and meta-data 

database. The manager agent is responsible for coordinating between requests and different 

agents in EMCP, such that, the manager agent receives the request from the target user 

along with the P3P policy from the elected super-peer. It then forwards them to the 

involved agents. It also ensures that the collected preferences are the required preferences 

for the particular request that the user is engaged in. The local obfuscation agent 

implements the local concealment process to achieve user privacy while sharing his/her 

preferences with super-peers or a private recommender service (PRS). The trust agent 

calculates the approximated interpersonal trust between its host and the target user based on 

their shared preference. It is done in a decentralized fashion using the entropy definition 

proposed in [128]. The encryption agent is only invoked if the user is acting as a super-peer 

in the recommendation process. It executes global concealment on the aggregated profile 

(collected profiles from the peer-group). The two stage concealment process acts as 

wrappers that conceal preferences before they are shared with any external social 

recommender service. Within the context of the work proposed in Article VI and Article 
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VII, the encryption agent utilized an additively homomorphic cryptosystem as a global 

concealment process on the aggregated profile. 

 

Figure 3.6: Overview of the Platform of Collaborative Privacy Framework  

Moreover, homomorphic encryption possesses specific properties that permit computation 

of linear combinations of encrypted data without the need for prior decryption. Paillier 

[129] proposed a probabilistic asymmetric algorithm for public key cryptography that is an 
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example of an efficient additively homomorphic cryptosystem. This scheme is further 

extended by [130] with a threshold version, but required the use of a trusted dealer to 

distribute the keys to the participants. The reliance on a trusted dealer was lifted in [131] to 

ensure that no single party or coalition of less than the specific participants can recover the 

encrypted values. In designing the global concealment process, we require a fully 

distributed key generation protocol. In particular, the coalition between the recommender 

service (PRS) or target user with any super-peer within the peer-group should not be able to 

decrypt the whole aggregated profiles submitted to PRS. It only reveals the concealed 

profiles collected by this super-peer. Therefore, neither can be used as a trusted “dealer” for 

key generation. Thus, we employ a fully distributed threshold cryptosystem. Since it is 

desirable to distribute trust between numerous super-peers and no single super-peer is 

assumed to be fully trusted, then the decryption key    is shared among a number   of 

super-peers, and encrypted profiles can only be decrypted if any subsets consisting of a 

threshold   of super-peers cooperate but no subset smaller than   can perform decryption. 

Moreover, with the additively homomorphic property of Paillier schema, it permits a secure 

aggregation and prediction over encrypted rating profiles. We assume a semi-honest model 

for the super-peers. Hence, we do not require zero-knowledge proofs (ZKPs) for the 

various cryptographic operations from the participants. We will briefly present the 

distributed Paillier threshold cryptosystem below. 

Key Generation 

In this step, each super-peer     
     generates   additive shares of two   -bit  strong 

primes, such that each super-peer has share    and   . The method proposed in [131] is 

then used to compute                               such that    

   
 
         

 
     also    such that            and          . The public key 

         and the private key     . Note that, super-peers perform the bi-primality 
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test in [132] for checking if N is a product of two primes in a distributed way. If the test 

fails, the protocol is restarted. 

Key Sharing 

The private key    is shared among   super-peers with the Shamir scheme [130] as 

    degree polynomial where each party obtain       share of d :  Let        , and 

randomly choose    in        –      and set            
  

      The share    of the     

super-peer     is           .   

Encryption 

To encrypt a message       with public key , randomly choose      
  and compute 

             . 

Share Decryption 

To decrypt   , each super-peer     computes the decryption share 

                where      using his/her secret share    . Finally, if       valid 

shares are available, they can be combined to recover   as described in End decryption. 

End Decryption 

Let   be a set of       valid shares.  Compute 

       
         

   

 
 

   
      

Where      
  

          , See [131] for more details on the correctness of the scheme 

and for proofs of security. 

The generated keys are stored in a database called “encryption key store”. More details 

about how referrals are generated and aggregating group profiles based on the distributed 

Paillier threshold cryptosystem were presented in Article VI and Article VII. 
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Figure 3.7: Topology for creating aggregated profile in peer-groups  

Since the database is dynamic in nature, the local obfuscation agent periodically 

desensitizes the updated preferences, and then a synchronize agent forwards them to the 

private recommender service (PRS) or trusted peers upon owner permission. Thus, 

recommendation can be made on the most recent preferences. Moreover, the synchronize 

agent is responsible for calculating and storing parameterized paths in the anonymous 

network that attain high throughput, which in turn can be used in submitting preferences 

anonymously. These parameterized paths are stored in a database called “nodes store”. The 

policy agent is an entity in EMCP that has the ability to encode privacy preferences and 

privacy policies as XML statements depending on the host role in the recommendation 

process. Hence, if the host’s role is as a “super-peer”, the policy agent will have the 

responsibility to encode the data collection and data usage practices as P3P policies via 

XML statements which are answering questions concerning the purpose of collection, the 

recipients of these profiles, and the retention policy. The P3P policies that are produced are 

recorded in a database called “policy store”. Thereafter, each super-peer forwards these 

policies to the members of their peer-groups. On the other hand, if the host’s role is as a 

“participant”, the policy agent acquires the user’s privacy preferences and expresses them 

using APPEL as a set of preferences rules which are then decoded into a set of elements 

that are stored in a database called “privacy preferences” in the form of tables called 
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“privacy meta-data”. These rules contain both a privacy policy and an action to be taken for 

such a privacy policy. In this way, it will enable the preference checker to make self-acting 

decisions on objects that are encountered during the data collection process regarding 

different P3P policies (e.g., privacy preferences could include: certain categories of items 

should be excluded from data before submission, expiration of purchase history, usage of 

items that have been purchased with the business credit card and not with the private one, 

generalize certain terms or names in user’s preferences according to defined taxonomy, 

using synonyms for certain terms or names in the user’s preferences, suppressing certain 

items from the extracted preferences and inserting dummy items that have the same feature 

vector like the suppressed ones and limiting the potential output patterns from extracted 

preferences etc. , in order to prevent the disclosure of sensitive preferences in the user’s 

profile). Query Rewriter rewrites the received request constrained by the privacy preference 

for its host. The security and privacy policies as well as their translation into the use of 

particular security and privacy mechanisms are outside the scope of this thesis. This is an 

interesting and important topic for future research. The OECD principles can potentially 

help in formulating these policies. An initial investigation of OECD role in our framework 

is discussed in section 3.2 of the thesis.    

During the final phase, users access the recommended items. These generated referrals may 

be useful to enhance the service and future recommendations, since accessing those items 

does imply that the recommendation was correct. The feedback agent is responsible for 

anonymously submitting the participant’s feedback/ billing information about the referred 

items and recommendations process to the super-peers of their peer-groups, which in turn 

send this information to the private recommender service (PRS) / content provider. 

Moreover, the feedback agent reports scores about the elected super-peer and the target-

user to SAC. Finally, the recommender service returns a set of identifiers for items that 

might be interesting to the users. These identifiers are linked to items offered by their 
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content providers. The delivery agent is the entity which is responsible for communicating 

with the content provider in order to fetch the contents of the referred items. The 

recommendation process can be used to support the content distribution providers from 

different perspectives, such as maximizing the precision of target marketing and improving 

the overall performance of the current distribution network by building up an overlay to 

increase content availability, prioritization and distribution based on the referred items. 

Figure 3.9 shows the participants interactions with super-peers and the social recommender 

service. A general overview of the recommendation process in the proposed framework 

operates as follows:  

 

Figure 3.8: Inside EMCP Components 

1. The target user (the user requesting recommendations) broadcasts a message to other 

users in the network requesting a recommendation for a specific genre or category of 

items. Thereafter, the target user selects a set of his preferences to be used later in the 

computation of the trust level at the participant side. The local obfuscation agent is 

employed to perform the local concealment process on the released data. Finally, the 

target user dispatches this data to the individual users who have decided to participate in 

the recommendation process.  

2. Each group member negotiates with the security authority centre (SAC) to select a peer 

with the highest reputation to act as a “super-peer” which will act as a communication 



Page 102 of 388 
 

gateway between the recommender service and the participants in its underlying peer-

group. SAC is a trusted third party responsible for making an assessment on those super-

peers according to the member’ reports and super-peer reputations. 

3. Each super-peer negotiates with both the target user and the recommender service to 

express its privacy policies for the data collection and usage process via P3P policies.  

4. At the participant side, the manager agent receives the request from the target user along 

with the P3P policy from the elected super-peer. It then forwards the P3P policy to the 

preference checker and the request to the query rewriter. The preference checker ensures 

that the extracted preferences do not violate the privacy of its host which were previously 

declared by the use using APPEL preference. The query rewriter rewrites the received 

request based on the feedback of the preference checker. The modified request is directed 

to the learning agent to start collecting preferences that could satisfy the modified query 

and forwards it to the local obfuscation agent. Finally, the policy agent audits the original 

and modified requests plus estimated trust level and P3P policy with previous requests in 

order to prevent multiple requests that might extract sensitive preferences. 

5. The trust agent calculates approximated interpersonal trust between its host and the target 

user in a decentralized fashion using the entropy definition proposed in [128] at each 

participant side. The entropy value becomes lower as the users’ ratings are more 

consistent. For each two participants,     
         

  is the estimated trust between the 

target user ua and participant     
. The whole process can be described using the 

following steps: 

i. Each participant     
    

 determines a subset of his/her preferences that will be 

required for the recommendation process. The participant then utilizes the shared 

preferences of       
 for the trust computation.  Determining shared preferences is 

done by matching the received items’ hash values from target user ua with his/her 

local items’ hash values. 
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ii. Participant    
computes the trust level using equation 

         
  

                          
 

           
                 

 
   

    
     

  
 

                           
 
   

 
   

 
    

  
 

      
        

 
   

 

Equation (3.2) is an adapted formalization of trust as proposed in [128] where Z 

denotes the number of states of rated values and N is the total number of rating 

times. For example, if Z=6 and N=20 when 20 ratings are made with 1 to 6 integer 

valued scores. Employing entropy to select trustworthy neighbors achieves an 

improvement in the group formation and rating predication. The enhancement in 

rating predication is stemmed from trust propagation, so if       is selected as a 

trustworthy user and he/she does not have a rating for the item to be predicted, a 

trustworthy user       of user       can also be used for the predication.  

iii. Each participant     
    

 sends his/her calculated trust value to the super-peer. The 

estimated trust values are forwarded to both the super-peers and PRS. 

iv. Each participant     
    

 sends this trust value to the local obfuscation agent to adjust 

the obfuscation level with the trust level. In other words, we correlate the obfuscation 

level with different levels of trust, so the more trusted a target user is, the less 

obfuscated copy of a users’ preference he/she can access. The local obfuscation agent 

executes the local concealment process on items’ ratings that are required in the 

recommendation process. Moreover, the local obfuscation agent hashes their 

identifiers and meta-data using LSH. The level of obfuscation is determined using the 

trust level with the target user. 

v. Finally, the policy agent audits the original and modified requests plus estimated trust 

level and P3P policy with previous requests. This step allows EMCP to prevent 

multiple requests that might extract sensitive preferences. In such a case, if the target 

user requests same data twice, its trust level will be reduced, which will increase the 
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level of the obfuscation in the extracted preferences. This step will cause extracted 

preferences to appear as a completely different set of preferences to the target user. 

The trust agent sends the calculated trust value to the super-peer. The estimated trust 

values are forwarded to both the super-peers and the recommender service. The 

concealed data is sent to the super-peers of the peer-group. Anonymous communication 

networks [133] can be utilized to hide the network identities of group members when 

submitting their concealed preferences to their super-peers. 

6. Upon receiving the obfuscated preferences from the participants, each super-peer filters 

the received preferences based on the trust level of their owners such that         
    

where   is a minimum trust threshold value defined by the target user or PRS. Each 

super-peer then collects the participants’ pseudonyms and builds a group profile 

(aggregated profile) such that all the <hashed value, rating> elements belonging to 

similar preferences are grouped together. This allows the computing of the preferences 

popularity curve at each super-peer. Each super-peer     
      calculates the following 

intermediate values for each user in the N-neighbourhood of target user      
    

  

             ,  

Then                        
        

      
   

        
      

   

        
 

          (3.3) 

Where     
   is the rating value of participant    

 for item  ,     is the average rating for 

item   in each items’ cluster. Then after each super-peer builds a group profile 

(aggregated profile), it performs the global concealment process in this profile. The 

super-peer can seamlessly interact with the recommender service (PRS) by posing as a 

user and has a group profile as his/her own profile.  

7. The recommender service (PRS) runs the recommendation technique on this aggregated 

profile then forwards the referrals list along with their predicated ratings to the super-

peer. Super-peers publish the final list to the target user and participants. Finally, each 
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participant reports scores about the elected super-peer of their peer-group and the target-

user to SAC, which helps to determine the reputation of each entity involved in the 

referrals generation.  

In order to demonstrate the applicability of this framework, this research focuses on five 

practical scenarios: IPTV recommender service, jukebox recommender service, data mash-

up service, community recommender service, and location based recommender service. 

These scenarios are motivated by protecting user privacy while utilizing the service and its 

implications. The reason for selecting these scenarios was due to the fact that they represent 

the more pressing issues on privacy research and we hoped to enable the deployment of 

privacy-aware social recommender services using the collaborative privacy approach. Of 

course, other practical scenarios still exist for the proposed framework. In this thesis, we 

are unable to address all of them. 

 

Figure 3.9: Interaction Sequence Diagram for the Collaborative privacy framework 
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Motivations and Restrictions of the Various Parties in Collaborative Privacy 

Approach 

There are numerous motivations and restrictions for the various parties involved within our 

collaborative privacy framework, which make it not only valuable to the user but also to 

service providers. Our proposed middleware which is employed in the implementation of 

the framework permits the end-users to control the privacy of their released data while 

interacting with third-party social recommender services. This kind of approach is quite 

flexible and can easily be adopted in a conventional business model of the current service 

oriented based services, like social recommender services, because it is executed at the user 

side and it takes advantage of the social structure that is offered by the online content 

distribution service without the need for significant modifications at the service provider 

side. Moreover, service providers can also attain many benefits from adopting the proposed 

framework, such as, promoting a privacy friendly environment for their offered services, 

simplifying the data management process at their side and finally reducing their liability to 

secure their clients’ personal information. 

Motivations and Restrictions for Users 

Users’ Motivations 

 Attaining ultimate control over their personal information: the users can determine for 

each recommendation request, what super-peers and purposes their data will be released 

for, and what data from their profiles gets collected in which concealment level. They 

are also aware of how long this data will be retained by external parties.  

 Utilizing up-to-date data for recommendations purposes: storing the data locally at the 

user side facilitates the creation of accurate profiles and simplifies the update of these 

profiles with the most recent consumption history of these users. As a result, each time 

a recommendation request occurs, the users will release updated data from their current 

profile instead of using outdated data stored at the social recommender service, which 
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will allow the generation of accurate referrals that match their changing preferences and 

tastes.  

 Specifying their privacy preferences: users can express their privacy preferences using 

APPEL as a set of rules which are then decoded into a set of elements that are stored in 

a privacy preferences database. These rules will enable EMCP to make self-acting 

decisions on data elements that are encountered during the data collection process 

regarding different P3P policies. 

 Reducing the impact of privacy breaches: in case the occurrence of privacy invasion 

happens at the social recommender service, the leaked users’ data will be worthless 

with a diminished informative value, because it is already concealed with a two stage 

concealment process and cannot be linked directly to a specific user within a peer-

group. Moreover, the leaked users’ data is concealed in a way to be only useful for 

recommendations purposes and it would be difficult to perform different kinds of 

analytical processes on such data. 

 A third option for privacy aware users: privacy aware users will no longer have to 

choose between two options, either releasing their whole data to a recommender service 

which they have to trust or not using the service at all. Our collaborative privacy 

framework provides an alternative to the current models of practice. 

Users' Restrictions 

 The users have to formalize their privacy preference, which is a critical task, as the 

users need to realize various privacy concerns. They also need to deduce future 

recommendation requests that might raise privacy concerns for their collected data.  

 The collaborative privacy framework does not fully protect users from malicious super-

peers. The malicious super-peer can uncover the user’s anonymity during the release of 

his/her data to a specific recommendation request. This problem has been mitigated by 
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utilizing anonymity networks while sending the data from users to the super-peer and 

employing reputation mechanisms in order to select proper super-peers with a stable 

success rate. Moreover, the user’s data is not in a raw form and its privacy is already 

protected with a local concealment process before leaving the user’s device. 

 Within the proposed collaborative privacy framework, the user’s profile is stored at 

his/her local machine in a raw form, which makes it vulnerable to malware/spyware that 

might infect this machine. In order to mitigate this problem, the user’s profile is 

encrypted with a secret key encryption algorithm when the user is not using the system. 

Moreover, special considerations need to be added to the operating system in order to 

ensure strong safety and trustworthy guarantees to the middleware in the running 

memory and storage of users’ machine even in the presence of a malicious software 

(sandboxing, intrusion detection, antivirus …etc.)  

Motivations and Restrictions for Recommender Service Providers 

Service Providers’ Motivations 

 Providing accurate referrals: the referrals are extracted from up-to-date data, which is 

collected prior to the start of the recommendation process. This has a number of 

beneficial advantages for the offered service, such as, reducing the users’ frustration, 

increasing the number of potential users for the service, and raising the revenue of the 

service providers. 

 Using the current social recommendation techniques: adopting the collaborative privacy 

framework does not require the design of new recommendation techniques, the current 

off-the-shelf social recommendation algorithms can be used directly on the concealed 

data without the need to return it back into a raw form. 

 Readiness to be used in the conventional business model of the current service oriented 

based services: most of the existing service providers find difficulties in integrating 
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privacy enhancing technologies within their service, as the addition of privacy and 

cryptography components requires a significant change on their service's back- end 

infrastructure. Our collaborative privacy framework utilizes the user and social sides of 

the service providers as an infrastructure for the implementation of our framework. The 

collaborative privacy framework is quite flexible and can easily be adopted in the 

current business model of social recommender services because it is executed at the 

user side and takes advantage of the social structure that is offered by their service 

without the need for significant modifications at the service provider side. 

 Simplifying the data management process at the service side: within the collaborative 

privacy framework, the users’ profiles are stored on their side on their own devices. 

However, in order to enable the service providers to use the users’ data in more 

sophisticated business processes, a concealed public version of users’ profiles are stored 

on their side to serve the enterprise business’ initiatives of these service providers. 

 Promoting a privacy friendly environment for the offered referrals: Privacy aware users 

will be encouraged to participate in such a service, since their personal data will be 

stored locally on their own side and they can decide what data to be released for every 

request. In addition, the released data will not leave their devices until it is properly 

concealed. 

 Reducing the liability of service providers in securing their clients’ personal 

information: the responsibility of the service providers for protecting their clients’ 

personal data is alleviated, as the clear and accurate version of users’ profiles are stored 

on the users’ devices. Privacy invasion on these public profiles will not be as harmful as 

much as it is when compared with the ones that occur in the current conventional 

approaches of privacy. 

 Enhance the efficiency of the content distribution providers: the extracted 

recommendations can be used to support the content distribution providers from 
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different perspectives, such as maximizing the precision of target marketing and 

improving the overall performance of the current distribution network by building up an 

overlay to increase content availability, prioritization and distribution based on the 

predicated recommendations. 

Service Providers' Restrictions 

 Losing the control over users’ profiles: indeed, the users’ profiles are stored remotely at 

their side. However, the service providers are also holding and storing public profiles 

from previous recommendation processes. Although the public profiles are an outdated 

snapshot of the users’ data in a concealed form, they are sufficient enough for training, 

building, and maintaining the recommendation model. 

 Potential abuse of the service by malicious users: the anonymity attained by our 

collaborative privacy approach can induce malicious users to perform attacks on the 

service or other users while exploiting the advantage of hiding their identity, thus they 

can escape from legal prosecution. We have introduced the usage of a security authority 

centre (SAC), which is a trusted third party responsible for assessing the reputation of 

each entity involved in the referrals generation process. Moreover, SAC is in charge of 

issuing anonymous credentials for each user in the system. Future research should 

investigate how to attain the functionality of SAC in P2P fashion and without relying 

on a centralized entity. 

Privacy Enforcement 

Utilizing topological formation for data collection with a two stage concealment process 

within our framework allows the user to control what data from their profiles gets collected 

and in which concealment level. Specifically, the public group profile that is exposed to the 

third party social recommender services contains a set of collected items from the users’ 

profiles that are released to a specific recommendation request. These items usually 
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represent a small proportion of items in relative relation to the total number of consumed 

items in the users’ profiles. Moreover, the anonymity and concealment techniques used 

during the data collection process ensure attaining an appropriate privacy level for system 

users. Those are very important aspects in our framework that depict its ability to diminish 

the impact of the privacy breaches, limit the misuse of personal information, and to enforce 

and verify the attained privacy for its users. Moreover, using P3P policies enable the user to 

present evidence that his/her preferences were released for a specific recommendation 

process, at a specific time, and for a specific super-peer. 

A set of stochastic techniques based on the machine learning clustering analysis were 

proposed in Articles III, IV, V, VI, VII and VIII (for the recommender service for IPTV 

content providers scenario), Articles IX and X (for the jukebox content recommender 

service scenario), Articles XI, XII and XIII (for the community discovery & 

recommendation service), and finally Article XVIII (for the pervasive healthcare service 

scenario). In order to quantify the achieved privacy level and accuracy of referrals, as a rule 

of thumb, a higher level of privacy leads to lower accuracy. We have selected generic 

metrics which were partially presented in each of the previous articles. 

3.4 Privacy Aware Data Mash-ups For IPTV 

Recommender Service 

In this section, an overview of the scenario was presented where the data mash-up service 

(DMS) integrates datasets from multiple online movie database sites for a recommender 

service running at the IPTV provider. The data mash-up process based on EMCP can be 

summarized as follows: the recommender service sends a query to the DMS to gather 

information for some genres to leverage its recommendation model. The DMS lookup in its 

providers’ cache to determine the providers that could satisfy that query then it transforms 

the recommender service’s query into appropriate sub-queries language suitable for each 

provider’s database. DMS sends each sub-query to the candidate providers to incite them 
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about the data mash-up process. The provider who decides to participate in that process 

forwards the sub-query to its local EMCP that rewrites it considering its privacy 

preferences. EMCP extracts the dataset satisfying this modified sub-query and then 

performs a local concealment process on this dataset to hide the subscribers’ preferences. 

After receiving all the locally concealed data from all the online movie database providers, 

DMS builds a virtualized schema from all datasets then executes a global concealment 

process on the aggregated datasets. Finally, DMS deliver the resulting datasets to the 

recommender service. We used anonymous pseudonym identities to alleviate the providers’ 

identity problems, as the database providers do not want to reveal their ownership of the 

data to the other competing providers. Moreover, the DMS will be keen to hide the 

identities of its clients as a business asset.  

Evaluation Results 

In order to evaluate the two stage concealment process proposed in this scenario, the mean 

average error (MAE) metric proposed in [134] was used to measure the accuracy of 

generated recommendations and mutual information metric was used to measure the 

privacy breach level. Regarding the local concealment algorithm proposed in this scenario, 

in order to measure the relation between the quantity of real items in the locally concealed 

dataset and privacy breach,   values were selected in range from 1.0 to 5.5, and then the 

number of real items was increased from 100 to 1000. The fake-item set was selected using 

uniform distribution as a baseline. As shown in Figure 3.10, the locally concealed fake set 

reduces the privacy breach and performs much better than the uniform fake set. As the 

number of real items increase, the uniform fake set gets worse as more information is 

leaked while the generated concealed fake set is not affected with that attitude. The 

obtained results are promising especially when dealing with a large number of real items. 
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In the next experiment, the relationship between the quantity of fake items and the accuracy 

of recommendations was measured. The percentage of real items in    was gradually 

increased from 0.1 to 0.9. Thereafter, for each possible obfuscation rate, MAE values for 

the whole concealed dataset were measured. Figure 3.11 shows MAE values as a function 

of the obfuscation rate. The provider selects the obfuscation rate based on the desired 

accuracy level required from the recommendation process, such that, with a higher value 

for the obfuscation rate, the higher the accuracy of the recommendation that the user can 

attain. Adding items from the optimal fake set has a minor impact on the MAE of the 

generated recommendations without having to select a higher value for the obfuscation rate. 

However, as seen from the graph, the MAE rate slightly decreases in a roughly linear 

manner with higher values of the obfuscation rate. In particular, the change in MAE is 

minor in the range of 40% to 60% which confirms the assumption that accurate 

recommendations can be provided with lower values for the obfuscation rate. The optimal 

fake items are so similar to the real items in the dataset that the obfuscation does not 

significantly change the aggregates in the real dataset and it has a small impact on MAE. 

Regarding the global concealment algorithm, the effect of   values on the accuracy and 

privacy for the overall recommendations was evaluated.   values were varied from 0 to 100 

Figure 3.10: Privacy breach for optimal 

and uniform fake sets 

 

Figure 3.11: MAE of the generated 

predications vs. obfuscation rate 
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to show how different values affect accuracy and privacy. Note that when    is 0, this 

means selecting all unrated items and filling them with random values chosen using a 

distribution reflecting the ratings in the merged datasets. 

 

 

 

The calculated values of MAE and privacy breach are shown in Figures 3.12 and 3.13. As 

seen from Figure 3.12, the accuracy becomes better with augmented    values, as the size of 

the selected portion that filled using KNN increases and the size of the randomized portion 

decreased. Although augmenting   values attains lower MAE values, we still have a decent 

accuracy level for recommendations. Accuracy losses result from errors in predications 

such that the predicted ratings might not represent the true ratings for these unrated items. 

There is also an error yield from using KNN predications with different values for K. These 

errors can guarantee a lower limit for privacy breach for the merged datasets as shown in 

Figure 3.13. This contributes to overcoming some privacy breaches that might happen due 

to data mash-up from multiple independent sites [135]. Finally, we can easily conclude that 

the accuracy losses due to privacy concerns are small and the proposed global concealment 

algorithm makes it possible to offer accurate recommendations. 

Figure 3.12: MAE of the recommendations 

for different   values 

 

Figure 3.13: Privacy breach of the concealed 
Data for different   values  
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3.5 Privacy Aware Recommender Service for IPTV 

Content Providers 

In this section, an overview of the scenario was presented where a private centralized 

recommender service (PRS) is implemented as an external third party service where IPTV 

content providers deliver their users’ preferences in order to receive recommendations. The 

interaction sequence in our collaborative privacy framework relies on super-peers which 

are trusted aggregators to produce aggregated group profiles and execute a global 

concealment process. Super-peers are selected based on their reputation reported at a 

security authority centre (SAC). However, in some cases of this scenario, we assumed that 

SAC is absent. As a result, we have employed the target user as a trusted aggregator for its 

peer-group. We also alleviate the users’ identity problems by using anonymous pseudonym 

identities for users. The recommendation process based on the two stage concealment 

process in our framework can be summarized as following:  

1. The target user broadcasts a message to other users in the IPTV network to start the 

recommendations process. Moreover, he/she runs the local concealment process on his 

/her profile.   

2. Individual users that decide to respond to that request from peer-groups then elect a super-

peer within each peer-group. Each participant within the peer-group executes the local 

concealment process on his/her profile’s preferences. Then afterward, participants submit 

their locally concealed profiles’ preferences either to the requester or to the super-peer 

(trusted aggregator) of their peer-group. 

3. The trusted aggregator aggregates the collected preferences then executes a global 

concealment process on the aggregated group profile.  

4. The trusted aggregator submits the globally concealed group profile together with 

pseudonyms of users who participate in the recommendation process to PRS. 
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5. The PRS inserts the received data in its database, updates its model using the received 

group profile and then it extracts the recommendation list for this group profile. Finally, 

PRS submits this list to the trusted aggregator. 

6. The trusted aggregator distributes this list to the other members of peer-groups in order to 

attain a good reputation between them. 

Evaluation Results 

In order to evaluate the two stage concealment process proposed in this scenario, the mean 

average error (MAE) metric proposed in [134] was used to measure the accuracy of 

generated recommendations and the variation of information (VI) metric was used to 

measure the privacy breach level. Regarding the local concealment algorithm proposed in 

this scenario, the impact of the varying portion size and number of core-points on variation 

of information (VI) of the transformed ratings were measured. At the start, the portion size 

has been kept constant with a different number of core-points and then the portion size has 

varied with a constant number of core-points. Based on the results shown in Figures 3.14 

and 3.15, the following remark can be deduced, when the number of core-points is small, 

the VI values are high but these values slowly decrease when increasing the number of 

core-points. At a certain point, VI values rise to a local maxima then decrease. Finally, VI 

values rise again with the growing number of core-points. It can be justified that VI values 

are high with a lower number of core-points as any point can move from one core-point to 

another. Moreover, with a sufficient number of core-points, there is a little chance of a 

point to move from one core-point to another, which causes the increase in VI values. Each 

user in the network can control his/her privacy by diverging different parameters for the 

local concealment algorithm. 

Regarding the global concealment algorithm proposed in this scenario, the impact of 

sample size on the accuracy level was measured. 
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Figure 3.15: VI for different number of core points 

 

Figure 3.14: VI for different portion size 

 

Figure 3.16: Relationship between sample 
size and MAE     

 

Figure 3.17: Relationship between percentage 
of Users and MAE    

 

 

 

 

A specific threshold value for the minimum number of responding users for each 

recommendation request was fixed to be 100 users. As shown in Figures 3.16, the increase 

in sample size leads to higher accuracy in the generated recommendations. However, at a 

certain sample size, the accuracy of the recommendations starts to decrease again due to the 

data loss in the sampling process.   
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Figure 3.18: Relation between MAE values             
and percentage of users    

 

Figure 3.19: Influence of applying the local 
concealment stage      

 

Moreover, the impact of changing the number of users involved within a certain request on 

the accuracy of the recommendations was measured. A general case was simulated where 

the number of users was fixed to be 50.000. Different numbers of users were assigned to a 

certain recommendation request, and then the percentage of users who joined this request 

was gradually increased from 10% to 100% of them. The parameters of the two stage 

concealment process were fixed and the MAE’s values for the generated results were 

measured. As shown in Figure 3.17, the MAE value that occurs at approximately 40% of 

the users is close to the MAE value for all users. The main conclusion is that, with a low 

percentage of users, the MAE value is close to the original MAE value for all users. As a 

result, the target user does not need to broadcast the request to the full network to attain 

accurate results but he/she can employ multicast for certain users stored in his/her peer list 

to reduce the load in network traffic.  

 

 

To illustrate the decrement of MAE values for recommendations based on diverse 

percentages of users groups and the whole users in the network, Figure 3.18 was plotted. 

This verifies the conclusion that the MAE value approximately converges to the MAE 

value which is obtained using the whole users in our case. The final experiment was 

conducted to measure the impact of using the local concealment algorithm as a pre-

processing step for the global concealment algorithm. As presented in Figure 3.19, using 

the local concealment algorithm increases MAE values for lower percentages of users 

compared to using the global concealment algorithm alone. This can be explained, since the 
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distortion effect of the local concealment algorithm will be clearly visible for a lower 

percentage of users. However, augmenting the percentage of users who participate in a 

certain request has an effect on scaling down the error in MAE values. Finally, the results 

presented in these experiments show that the resulting recommendations obtained from the 

dataset pre-processed with our two stage concealment process is quite similar in the 

accuracy to the ones generated from the original dataset. The results also clarify that the 

proposed algorithms preserve the utility of the data to some degree such that reasonable 

recommendations can be obtained without enforcing the target user to collect profiles from 

numerous users. As a result, only a small percentage from users is needed to attain that 

goal. The various approaches which were taken for attaining users’ profiles privacy along 

with the set of PETs to achieve this goal are described in more detail in Articles III, IV, V, 

VI, VII and VIII. 

3.6 Private Community Discovery & 

Recommendation Service 

In this section, an overview of the scenario was presented about the community discovery 

and recommendation service, and the issues related to the privacy of the users’ profiles in 

the community building process were also analysed. Close inter-user interactions is the key 

privacy challenge in the community building process due to the diversity and massive size 

of user generated profiles. The scenario that we are targeting can be summarized as 

follows: an administrator or manager can employ a community based recommender service 

in order to facilitate social and professional interaction between various users from different 

backgrounds. The produced groups (sub-communities) tend to evolve out of collaborating 

members with similar preferences and the participation of new members. Various 

recommendations can be obtained when running the recommender service on these profiles 

while respecting privacy constraints and requirements of their owners by enabling them to 

have control over what parts of their profiles they are willing to share and in which 
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granularity. The architecture of the community recommender service in a university is 

depicted in Figure 3.20. The community recommender service (CRS) can be utilized to 

provide students with personalized referrals for joining specific sub–communities that are 

similar to their preferences. In this architecture, a profile is used to capture the updated 

preferences of each user. It typically includes demographic information besides other 

preferences for joining various sub–communities. Each extracted community consists of 

various sub-communities’ profiles where each sub-community’s profile keeps track of all 

the data related to this sub-community. This data represents the collective concealed 

preferences for different members within this sub-community.  

 

Figure 3.20: Generating Recommendations for Participants 

Employing our collaborative privacy approach allows the users to release their profiles in a 

concealed form to super-peers. These super-peers then collaborate together in categorizing 

the produced communities into various sub-communities profiles. These final sub-

communities’ profiles assist CRS to offer referrals to new members based on the similarity 

between their profiles and these sub-communities profiles. Assigning a new student to a 

sub-community could implicitly update the formulated sub-communities profiles. In that 

case, a new student profile does not have enough preferences for generating referrals; 
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recommendations can be made using his/her demographics information after locally 

concealing it. The interaction sequence can be summarized as follows: based on various 

topics and activities in the university/conference, administrators can propose different 

communities of which each has its own interaction space where any interactions are 

supported. Each participant configures his/her EMCP to build a concealed public profile 

using the local concealment process. Peer-groups are formed with different participants 

along with super-peers for collecting concealed profiles from participants in each peer-

group. Super-peers aggregate locally concealed preferences into a group profile and then 

extract different communities from this aggregated group-profile. Participants within each 

community encrypt their private profiles then engage in peer to peer communication 

between one another to discover different sub-communities within the community they 

belong to. Super-peers receive the discovered sub-communities’ profiles and then send the 

representatives of each sub-community to both CRS and community members.  

Evaluation Results 

In order to evaluate the two stage concealment process proposed in this scenario, the 

famous precision and recall metrics were used to measure privacy and accuracy of the 

results. The accuracy precision measures the portion of interests in a specific sub-

community that certain user likes, while recall measures the portion of interests possessed 

by each user which are actually in the joined sub-community. However, to measure the 

privacy or distortion achieved using the proposed protocols, the previous metrics were used 

to measure the true positive interests that are inferred from user’s private profile when 

he/she joins a specific sub-community, as these interests might be shared between all sub-

community members. As a result, precision will measure the portion of interests that are 

shared by members and that are true private interests for the user. Recall refers to the 

portion of private interests possessed by this user that are actually in these shared interests 

(privacy leak). 
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Figure 3.21: Recommendations accuracy and privacy 

 

Figure 3.22: Efficiency of our solution 

 

 

 

Regarding the evaluation of recommendations’ accuracy, the results were shown in Figure 

3.21. As seen in this figure, good quality is achieved due to creating generalized 

communities in the start that involve various groups which enable highly selective 

recommendations for the users in this community, since each community gathers 

participants who share the same general interests. Moreover, the effect of each interest 

inside every community can be easily measured, which in turn enables the detection and 

removal of outlier interests that are different than the general interests.  
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In the second experiment, the leaked private interests of different users were quantified. 

Users who published a portion of their real interests in their public profiles were 

considered, where for each of these users, the hidden interests in their profiles were inferred 

based on the community that they belong to. The interests obtained were quantified using 

the proposed metrics and the results are shown in Figure 3.21. As seen, the two stage 

concealment process managed to reduce privacy leakages for the exposed users’ private 

interests. One important notice to put in consideration is that privacy metrics are pessimistic 

as the disclosed hashed interests agreed and published by the users in their public profiles 

other interests are hashed hypernym terms for their private interests. The private profile is 

hashed and encrypted during the computation. Moreover, sub-community joining is 

determined at the user side. Therefore, such information disclosure has a limited impact on 

the private interests’ breach. On the other hand, sub-communities are represented with two 

values and collected users’ profiles are omitted from submission to the community 

recommender service. In the next experiment, the efficiency of the proposed solution with 

an increasing number of communities was measured. The execution time was measured in 

terms of encryption and transmission time for users’ profiles, as seen from Figure 3.22. The 

proposed solution requires more communication due to the distributed design and 

communication needs for the two stage concealment process. This acceptable overhead is 

shared among all users while the benefit is to protect their privacy without hampering the 

recommendation quality.  

Regarding the local concealment protocol, its execution time was evaluated. One user got 

60% of the total number of records and the rest of the records were divided to other clients 

as parts of approximately same number of records. In the second one, one client got 40% of 

total number of records while the other clients got the rest. The result of this experiment 

was summarized in Figure 3.23. This result indicates the performance benefits of the local 

concealment protocol, since it is not sensitive to the number of shared interests.  
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Regarding the global concealment protocol, the accuracy of the extracted sub-communities 

was measured. In order to compare the accuracy of the produced results, hierarchical 

agglomerative clustering was applied on the dataset in order to identify the natural sub-

communities from the users’ private profiles. These sub-communities are utilized for 

measuring the accuracy of the results produced by the global concealment protocol. Each 

cluster represents a sub-community which is constructed from a set of users’ private 

profiles who share the same specific interests about the same topic. To measure the quality 

of the results, the two error metrics defined in [136] were used, which are grouping error 

(CR) and critical error (CIE). The first one, the grouping error (CR), takes into account the 

number of users’ profiles included in a specific sub-community, but belonging to a topic 

different from the dominant topic in that sub-community. The second one, the critical error 

(CIR) measures the number of attendees’ profiles belonging to a specific topic that is not 

the dominant one in any sub-community. The graphs in Figures 3.24 and 3.25 demonstrated 

both the CR and CIE values for the results obtained from the hierarchical clustering and 

global concealment protocol for a different number of sub-communities. This experiment is 

performed on two versions of the dataset; users’ generalized profiles are utilized by the 

global concealment protocol, while hierarchical agglomerative clustering utilizes users’ 

private profiles that should be kept private at the user side. Both CR and CIE for the global 

concealment protocol decrease with the increase in the number of sub-communities until 

reaching the natural number of sub-communities. This indicates that achieving privacy is 

feasible and does not severely affect the accuracy of the generated sub-communities. 

In the last experiment on the global concealment protocol, the overhead of the execution 

time was measured when applying the global concealment protocol to preserve users’ 

privacy. The dataset was divided into different numbers of records from 30.000 to 67.000, 

such that each party held approximately the same number of records. 
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Figure 3.23: The Execution Time for Local Concealment Protocol 

 

 

 

 

 

 

 

Figure 3.25: Critical Error (CIR) of the 

Global Concealment 

Protocol 

 

Figure 3.24: Grouping Error (CR) of the 

Global Concealment Protocol 

 

Figure 3.26: Percentage Time for the Global Concealment Protocol on 

Different Number of Records  
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The execution time was recorded when applying the global concealment protocol with 

encryption and without encryption on this data, and then the percentage was calculated as 

following: 

            
                       

                           . 

The graph in Figure 3.26 shows a time comparison of the global concealment protocol with 

and without encryption for different sizes of datasets. From the results, the proposed global 

concealment protocol has a reasonable performance and the privacy preserving nature has a 

marginal impact on the execution time in comparison with the non-encryption option. The 

various approaches which were taken for attaining users’ profiles privacy along with the set 

of PETs to achieve this goal are described in more detail in Articles XI, XII, and XIII. 

3.7 Privacy Aware Mobile Jukebox Recommender 

Service 

In this section, an overview of the scenario was presented where a social recommender 

service (PRS) is implemented on an external third party server and end-users give 

information about their preferences to that server in order to receive music 

recommendations. The user preferences are stored in his/her profile in the form of ratings 

or votes for different items, such that items are rated explicitly or implicitly on a scale from 

1 to 5. An item with a rating of 1 indicates that the user dislikes it while a rating of 5 means 

that the user likes it. The recommender service collects and stores different users’ 

preferences in order to generate useful recommendations. There are two possible ways for 

the user’s disclosure: through his/her personal preferences included in his/her profile [137] 

or through the user’s network address (IP). EMCP employs two principles to eliminate 

these two disclosure channels, respectively. The two stage concealment process was used 

to conceal user’s preferences for different items in his/her profile and an anonymous data 
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collection protocol is used to hide the user’s network identity by routing the 

communication with other participants through relaying nodes in Tor’s anonymous 

network [138].  In this scenario, the mobile phone storage is used to store the user profile. 

However, the mobile jukebox recommender service maintains a centralized rating database 

for storing the group profiles that are used in model building. Additionally, we alleviate the 

user’s identity problems stated above by using anonymous pseudonyms identities for users. 

The recommendation process based on the two stage concealment process in our 

framework can be summarized as follows:  

1. The learning agent collects user’s preferences about different items which represent a 

local profile. The local profile is stored in two databases, the first one is the rating 

database that contains (id, rating) and the other one is the metadata database that 

contains the feature vector for each item (id, feature1, feature2, feature3). The feature 

vector can include: genre, author, album, decade, vocalness, singer, instruments, 

number of reproductions, and so on. 

2. The target user broadcasts a message to other users near him/her to request 

recommendations for a specific genre or category of items. Individual users who 

decide to respond to that request perform the local concealment process to conceal a 

part of their local profiles that match the query. The group members submit their 

locally concealed profiles to the requester using an anonymized network like TOR to 

hide their network identities. 

3. After the target user receives all the participants’ profiles (group profile), he/she 

executes a global concealment process to conceal the group profile. Then he/she can 

interact with the recommender service by acting as an end-user and have the group 

profile as his/her own profile. The target user submits the group profile through an 

anonymized network to the mobile jukebox recommender service in order to attain 

recommendations.  
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4. The mobile jukebox recommender service performs its filtering techniques on the 

group profile which in turn returns a list of items that are correlated with that profile. 

This list is encrypted with a private key provided by the target-user and it is sent back 

on the reverse path to the target user that in turn gets decrypted and published 

anonymously to the other users that participated in the recommendation process. 

Evaluation Results 

To evaluate the accuracy of the local concealment algorithm proposed in this scenario with 

respect to a different number of dimensions in the user profile, the d-dim parameters of 

local concealment algorithm was varied to control the number of dimensions during the 

local concealment process. Figure 3.27 shows the performance of recommendations of 

locally concealed data in terms of mean absolute error (MAE). It is shown that the accuracy 

of recommendations based on the concealed data is slightly low when d-dim is low. But at a 

certain number of dimensions (500), the accuracy of recommendations on the concealed 

data is nearly equal to the accuracy obtained using the original data. In the second 

experiment performed on the local concealment algorithm, the effect of the d-dim on 

privacy level attained in terms of the variation of information (VI) metric was examined. 

As shown in Figure 3.28, privacy levels decrease with respect to the increase in d-dim 

values in the user profile. The d-dim is the key element for controlling the privacy level 

where the smaller the d-dim value, the higher privacy level of the local concealment 

algorithm. However, clearly the highest privacy is at d-dim=100. There is a noticeable drop 

of attained privacy when we change d-dim from 300 to 600. The d-dim value 400 is 

considered as a critical point for privacy. Regarding the global concealment algorithm, the 

relationship between different Hilbert curve parameters (order and step length) on the 

accuracy and privacy levels attained was measured. The locally concealed dataset was 

mapped to Hilbert values using order 3, 6, and 9. The step length was gradually increased 

from 10 to 80. 
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Figure 3.29 shows the accuracy of recommendations based on the different step length and 

curve order. As seen, when the order increases, the concealed data can offer better 

predictions for the ratings. This is because when the order has a higher value, the 

granularity of the Hilbert curve becomes finer. Therefore, the mapped values can preserve 

the data distribution of the original dataset. However, selecting a larger step length 

increases the accuracy values as large partitions are formed with a higher range to generate 

random values from it, such that these random values substitute real values in the dataset. 

Finally, as shown in Figure 3.30, when the order increases, a smaller range is calculated 

Figure 3.28: Privacy levels for the concealed 

dataset using local concealment 

algorithm 

Figure 3.27: Accuracy for the concealed 

dataset using local concealment 

algorithm 

 

Figure 3.29: Accuracy level for different 

step length and orders for 

global concealment algorithm 

Figure 3.30: Privacy level for different step 

length and orders for global 

concealment algorithm 
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within each partition which introduces fewer substituted values compared with lower orders 

that attain higher variation of information (VI) values. The reason for this is that the larger 

order divides the m-dimensional profile into more grids, which makes the Hilbert curve 

better at reflecting the data distribution. We can also see that for the same Hilbert curve 

order, the VI values are generally the same for the different step length except for order 3, 

in which VI values have a sharp increase when the step length grows from 50 to 60. The 

effect of increasing step length on VI values is more sensible in lower curve orders as fewer 

girds are formed and the increase of the step length covers more portions of them, which 

will introduce a higher range to generate the random values from it. The target user should 

select the parameters of the global concealment algorithm in such a way as to achieve a 

trade-off between privacy and accuracy. The various approaches which were taken for 

attaining users’ profiles privacy along with the set of PETs to achieve this goal are 

described in more detail in Articles IX and X. 

3.8 Privacy Aware Location based Recommender 

Service 

In this section, an overview of the scenario was presented where a location aware 

recommender service (LARS) is implemented on an external third party server and end-

users give their location information to that server in order to receive useful 

recommendations in various areas such as travel information, shopping, entertainment, taxi 

services and location based advertising. One major concern about the end-users’ adoption 

of this new service lies in privacy concerns of the users, which in most cases, prevent them 

from fully embracing this service. Location disclosure due to insider attacks at the service 

provider side is another privacy concern for most of the end-users. EMCP allows privacy 

aware users to detect nearby points-of-interest without revealing their real position.  

There are two possible ways for the user’s disclosure: through his/her location information 

or through the user’s network address (IP). EMCP employs two principles to eliminate 
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these two disclosure channels, respectively. The two stage concealment process was used 

to conceal the user’s location information and an anonymous data collection protocol is 

used to hide the user’s network identity by routing the communication with other 

participants through relaying nodes in Tor’s anonymous network [138].  The 

recommendation process based on the two stage concealment process in our framework can 

be summarized as following:  

1. The policy agent acquires the user’s privacy preferences and expresses them using 

APPEL as a set of preferences rules which are then decoded into a set of elements that 

are stored in a “privacy preferences” database. These rules contain both a privacy policy 

and an action to be taken for such a privacy policy. This will enable the preference 

checker to make self-acting decisions on various elements that are encountered during 

the data collection process regarding different requests. This is an essential step in order 

to assure that the released data does not violate the privacy of its owner.  

2. The target user broadcasts a message to other nearby users to start a recommendation 

process to obtain referrals regarding certain contexts. Moreover, he/she runs the local 

concealment process on his /her released request.   

3. Individual users that decide to respond to that request from peer-groups then elect a 

super-peer within each peer-group. Each participant within the peer-group executes the 

local concealment process on his/her profile’s preferences. The participants then submit 

their locally concealed profiles’ preferences either to the requester or to the super-peer 

(trusted aggregator) of their peer-group. 

4. The trusted aggregator aggregates the collected preferences then executes a global 

concealment process on the aggregated group profile.  

5. The trusted aggregator submits the globally concealed group profile together with 

pseudonyms of users who participate in the recommendation process to the location 

aware recommender service (LARS). 
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6. The LARS inserts the received data in its database then updates its model using the 

received group profile and extracts the referrals list for this group profile. Finally, LARS 

submits this list to the trusted aggregator. 

7. The trusted aggregator distributes this list to the other members of peer-groups in order 

to maintain a good reputation between them. 

Evaluation Results 

It is necessary to evaluate the impact of adding location data as a part of participants’ 

profiles on the accuracy of the generated referrals. Similarity scores between each pair of 

participants are used by super-peers to compute sub-communities of related participants. 

When calculating scores, participants take into account two factors, the similarity value 

between their preferences/interests and distance between their locations. The final 

similarity scores are weighted and summed based on these two values.  

 

 

Figure 3.31: Accuracy of referrals when combine location+ preferences data with 

different privacy levels 
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Figure 3.31 depicts the comparative results of running proposed protocols with varying 

privacy levels of the two stage concealment process on a dataset containing both 

preferences and location data. For the same dataset, we run this experiment on preferences 

data only.  As shown in Figure 3.31, the accuracy of referrals generated with preferences 

data in profiles only achieve higher accuracy than ones with preferences and location data, 

since the search for suitable sub-communities for referrals will be performed across whole 

sub-communities representatives. On the other hand, using both preferences and location 

data in participants’ profiles constrains the underlying search space for generating referrals 

which affect accuracy, since the recommendations process will only be performed on 

nearby sub-communities representatives only. However, this does not downgrade the 

accuracy of the provided referrals, since the local concealment algorithm utilizes a cloaking 

strategy around participant and sub-communities locations in order to preserve location 

privacy, which in turn increases the possibility for each participant to have an abundance of 

nearby sub-communities representatives. Adding location data enhances the quality of 

provided service with location awareness and guiding facilities and reduces the time 

required to generate referrals. In the second experiment performed on the two stage 

concealment process, the efficiency of our solution with increasing number of sub-

Figure 3.32:  Execution Time for extracting different sub-communities 
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communities was measured. The execution time in terms of encryption and transmission 

time for participants’ profiles was used. As seen from Figure 3.32, the proposed solution 

requires more communication as a consequence of the distributed design and 

communication needs for the two stage concealment process. This acceptable overhead is 

shared among all participants while the benefit is to protect their privacy without 

hampering referral quality. The processes of selecting super-peers and generating 

distributed keys are done once in the setup time before the start of the protocols, so the 

required time for them can be omitted. 

3.9 Answers to the Research Question 

This thesis is believed to make significant contributions towards immune privacy 

enhancing technologies. In this section, the answers to the research questions will be 

presented. This will be followed by Table 3.1 that maps the achievement to the research 

questions that they address and the papers that serve as the output of this research. 

 Q1. How can we build a clustering model on data distributed between multiple sites 

bearing in mind the privacy issue? Furthermore, how can we measure the validity of this 

clustering model in practical scenarios?  

Answer: This question is addressed in Articles I, II, XIV, XV, and XVI. We design 

distributed clustering algorithms that attain clustering based on two main steps: (1) 

extracting local statistical patterns from the data at each site and then aggregating 

them, and (2) computing the global clustering model based on these statistical 

patterns.  The proposed clustering algorithm produces accurate clusters with arbitrary 

shapes, sizes, and densities over the distributed dataset. Moreover, it can be utilized in 

privacy preserving scenarios as the model building retrieves the original statistical 

properties without the need to collect the entire original data from each site. DLC 

employs various objective functions within two consecutive steps in order to detect 
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global clusters across all sites that provide an optimal solution for these functions. 

The first step is used to detect local dense regions or clusters on each site 

independently. The final step is used to create global dense regions or clusters by 

merging all of the discovered local dense regions. Applications were presented to 

demonstrate the effectiveness of the proposed distributed clustering algorithm in 

solving sensible real world problems. DLC have been used in two scenarios, one 

related to personalized medical support for cardio-vascular monitoring and the other 

related to the complex search approach in data mash-up service.  

Q2. What threat models can be utilized in third party social recommender services when 

users release their real profiles to earn accurate referrals? Furthermore, can OECD 

privacy principles be elicited for developing practical PETs for social recommender 

services? 

Answer: This question is addressed in Articles III, IV, VII, VIII, VI, XI, XII and V. 

We assume that an adversary aims to collect preferences in user’s profiles to identify 

and track users. Thus, we consider our main adversary to be an untrusted 

recommender service to which users send their preferences. We do not assume the 

social recommender service to be completely malicious. This is a realistic assumption 

because the social recommender service needs to accomplish some business goals and 

increase its revenues. The social recommender service can construct the profiles of 

the users based on the requests sent. Hence, the problem we are tackling has two 

sides. We want to detain the ability of the adversary to identify users based on a set of 

identifying interests and thus track them by correlating these data with data from 

other publicly accessible databases or leaked datasets and at the same time we want to 

prevent the adversary from profiling the users through their network identity and 

therefore invade their privacy. Intuitively, the system privacy is high if the social 

recommender service is not able to reconstruct the real users’ preferences based on 
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the information available to it. We utilized the Graph Matching attack proposed in 

[126] and the Re-identification attack proposed in [127] to measure the difficulty of 

finding correct matches between the original dataset and its concealed version. A list 

of appropriate legal requirements that serve as “design criteria” according to which 

PETs for social recommender services can be proposed was presented in Section 

3.2.1. 

Q3. Without the need to trust the provider’s declared policies and self-regulations, what 

framework can support protecting users’ privac  before their data is shared with the social 

recommender services such that this framework attains privacy and anonymity for 

participants? Furthermore, what practical scenarios can benefit from the whole 

architecture? 

Answer: This question is addressed in Articles VI, VII, VIII, IX, XI, and XXI. The 

data assemblage of the social recommender service providers divulges the sensitive 

data in the profiles of many users. This can give a rise to privacy breaches for these 

profiles and thus a need for privacy enhancing technologies to protect their privacy. 

This research aimed to give the users complete control over his/her personal profiles 

which are stored only on his/her own device. Focusing on this aim, we proposed a 

collaborative privacy framework that facilitated the privacy commitment by utilizing 

the social side of the recommender services in order to perform a two stage 

concealment process based on stochastic techniques to conceal the users’ data and 

thus reduce privacy risks. The proposed framework was applied as a middleware 

equipped with all these stochastic techniques to make it possible to attain our aim. 

The proposed middleware enables participants to be organized in a distributed 

topology, where participants are organized into peer-groups and each peer-group 

contains a reliable peer to act as a trusted aggregator that is an entitled super-peer 

who will be responsible for anonymously sending the aggregated data of members 
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within this peer-group to the social recommender service. This topological formation 

prevents the service provider from creating a centralized database with raw personal 

data from each user and permits a decentralized execution of a two-stage concealment 

process on users’ personal data. The proposed framework was utilized in diverse 

scenarios to create privacy aware versions for three beneficial applications of the 

social recommender service, which are a recommender service for IPTV content 

providers, data mash-up service for IPTV recommender services and community 

discovery and recommendation service. Privacy aware versions of location based 

recommendation service and mobile jukebox content recommender service were also 

introduced in order to show the applicability of our approach. The implementation 

and evaluation of such applications of the collaborative privacy framework confirmed 

that it is possible to employ the personal profiles of users while preserving their 

privacy.  

Q.4 What framework can support privacy in collaborative platforms such that a 

recommender service can leverage the databases of different competing online database 

providers to provide better referrals without breaching the privacy of their users? 

Furthermore, what application can benefit from the whole architecture? 

Answer: This question is addressed in Articles X, XIII, and XVI. We refine the 

scenario of the collaborative privacy framework in social recommender services to 

collaboration based data mash-up service. The data mash-up service integrates 

datasets of users’ preferences from multiple online movie database providers for a 

recommender service running recommendations for different IPTV providers. We 

assumed that the item set stored at each movie database provider is the same but the 

users registered at these providers are not identical. Additionally, we assumed that the 

users’ preferences are stored in plain form at these movie database providers with 

which the users registered. This resulted in executing a two stage concealment 
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process between the online movie database providers and the data mash-up service. 

The need for the formation of peer-groups with various super-peers is eliminated as 

the data mash-up service will be acting as the one super-peer with a peer-group of 

movie database providers. The data mash-up service will execute a global 

concealment process closely to protect its reputation while the movie database 

providers will execute the local concealment process to preserve the privacy of their 

users’ personal data. From the point of view of the social recommender service, the 

whole two stage concealment process is pre-executed. The recommender service 

sends a query to the data mash-up service to retrieve datasets related to that query in 

order to be used in enhancing its recommendations accuracy. 

Q5. How can privacy be enhanced in third party social recommender services by technical 

means with a reasonable trade-off between privacy protection and accuracy loss? Can 

these technical means transform the original data into a new one that conceals sensitive 

data while preserving the required patterns for an accurate recommendation task? 

Furthermore, can we develop a non-cryptography based technical means for multi-party 

recommendation problems so that existing traditional cryptography based recommendation 

algorithms can be used? 

Answer: This question is addressed in Articles III, IV, V, VI, VII, VIII, IX, XI, XII, 

and XV. Depending on the machine learning clustering analysis, we designed a 

clustering technique as a pattern preserving mechanism, which was used as the 

building block for the proposed stochastic techniques of the two stage concealment 

process in order to preserve the utility of data. Moreover, utilizing the clustering 

analysis aids in mitigating certain attacks on the data, which is concealed using our 

proposed techniques. As a result, the accuracy of extracted referrals is maintained 

while preserving the privacy of the preferences’ data provided by participants. The 

proposed PETs are executed in two consecutive steps within a two stage concealment 
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process. The proposed PETs destroy the structure in the data but, at the same time, 

maintain some properties in it which is required in the planned recommendation. The 

implementation of these applications confirmed that it is feasible to make use of and, 

at the same time, to protect the personal sensitive data of individuals, and to do so in 

an accurate way. We reduce the reliance on secure multiparty computation protocols 

as a privacy enhancing mechanism since they are costly in terms of communication 

and execution considering the limited hardware resources in users’ devices. 

Employing the proposed stochastic techniques as a pre-processing step before 

encrypting the users’ data for a secure multi-party recommendation, adds an extra 

layer of secrecy for these algorithms without utilizing larger key sizes. As a result, 

this allows the secure multi-party recommendation to handle a big dataset efficiently. 
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Chapter 4 

Concluding Remarks & Future Work 

In this chapter, Section 4.1 includes the concluding remarks of the research that has been 

presented in this thesis, and Section 4.2, concludes this thesis by presenting the possible 

directions to continue this research.   

4.1 Summary and Concluding Remarks 

This thesis has investigated why privacy is needed and how it could be enhanced in social 

recommender services. Although the emphasis has been on the social recommender 

services, privacy in distributed clustering has also been studied.  

This work proposed the usage of a collaborative privacy framework in order to create 

beneficial social recommender services. The proposed applications utilize the personal 

sensitive data of users while ensuring their privacy. We have also illuminated the 

importance of taking into account the underlying coalition when designing and deploying 

PETs for providing the users with anonymity and data privacy. The proposed PETs are 

analysed in terms of privacy and accuracy, and they are encouraged with real data-based 

experiments using off-the-shelf recommendation techniques on the concealed data. 

Overall, this work is based on a theoretical approach and confirmed with experimental 

results of the prototype implementations. Promising results were obtained, which clearly 

indicate that the proposed solution can enable online social recommender services to collect 

concealed data and generate accurate referrals without compromising the privacy of their 

users. However, privacy and accuracy are conflicting goals, so to obtain a balance between 

accuracy and privacy, the parameters of the proposed PETs have to be adjusted. According 

to the experiments’ results, the proposed approach parameters have different effects on 
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privacy and accuracy. A functional solution developed based on collaborative privacy is 

appropriate for use in various social recommender services scenarios.  

4.2 Future Work 

Future research needs to study how selective concealment of profiles instead of policy 

based concealment can affect the recommendations’ results. In addition, our presented 

work [139, 140] is based on the hypothesis that dependency between trust and privacy can 

be depicted as an exponential function, but other models of this dependency can also be 

adopted depending on, for example, use case scenario. Thus, we aim to study and suggest 

different privacy-trust correlation models based on the requirements in hand. 

Electing super-peers is based on a global success-trust dependency but a possible new 

dimension could envision expressing this relation for each user independently without the 

need for a trusted third party. This would provide a more accurate representation of the 

trusted super-peer, not influenced as much by the dominant users in the system. Moreover, 

in all of the applications, users’ trustworthiness is out of interest. Considering malicious 

user existence would generate interesting discussions. 

A more thorough evaluation of our approach would be useful, such as case studies on a 

small or large scale. Furthermore, it would be appealing to investigate other innovative 

applications, which can be used in everyday life, with emphasis on the users’ privacy, 

where personal data is kept on the user’s side. This will give the users an opportunity to 

control and protect their personal data. Finally, this thesis presented the general directions 

for future research in the area of the users’ data privacy which will continue to be a 

challenge in new information technologies. 
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A NEW FEATURE WEIGHTED FUZZY C-MEANS 
CLUSTERING ALGORITHM 

Huaiguo Fu, Ahmed M. Elmisery 
Telecommunications Software & Systems Group 

Waterford Institute of Technology, Waterford, Ireland 

ABSTRACT 

In the field of cluster analysis, most of existing algorithms assume that each feature of the samples plays a uniform 
contribution for cluster analysis. Feature-weight assignment is a special case of feature selection where different features 
are ranked according to their importance. The feature is assigned a value in the interval [0, 1] indicating the importance of 
that feature, we call this value "feature-weight". In this paper we propose a new feature weighted fuzzy c-means 
clustering algorithm in a way which this algorithm be able to obtain the importance of each feature, and then use it in 
appropriate assignment of feature-weight. These weights incorporated into the distance measure to shape clusters based 
on variability, correlation and weighted features. 

KEYWORDS 

Cluster Analysis, Fuzzy Clustering, Feature Weighted.       

1.  INTRODUCTION 

The Goal of cluster analysis is to assign data points with similar properties to the same groups and dissimilar 
data points to different groups [3]. Generally, there are two main clustering approaches i.e. crisp clustering 
and fuzzy clustering. In the crisp clustering method the boundary between clusters is clearly defined. 
However, in many real cases, the boundaries between clusters cannot be clearly defined. Some objects may 
belong to more than one cluster. In such cases, the fuzzy clustering method provides a better and more useful 
method to cluster these objects [2]. Cluster analysis has been widely used in a variety of areas such as data 
mining and pattern recognition [e.g.1, 4, 6]. Fuzzy c-means (FCM) proposed by [5] and extended by [4] is 
one of the most well-known methodologies in clustering analysis. Basically FCM clustering is dependent on 
the measure of distance between samples. In most situations, FCM uses the common Euclidean distance 
which supposes that each feature has equal importance in FCM. This assumption seriously affects the 
performance of FCM, so that the obtained clusters are not logically satisfying. Since in most real world 
problems, features are not considered to be equally important. Considering example in [17], the Iris database 
[9] which has four features, i.e., sepal length (SL), sepal width (SW), petal length (PL) and petal width (PW). 
Fig. 1 shows a clustering for Iris database based on features SL and SW, while Fig. 2 shows a clustering based 
on PL and PW. From Fig. 1, one can see that there are much more crossover between the star class and the 
point class. It is difficult for us to discriminate the star class from the point class. On the other hand, it is easy 
to see that Fig. 2 is more crisp than Fig. 1. It illustrates that, for the classification of Iris database, features PL 
and PW are more important than SL and SW. Here we can think of that the weight assignment (0, 0, 1, 1) is 
better than (1, 1, 0, 0) for Iris database classification. 
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Figure1. Clustering Result of Iris Database Based on 
Feature Weights (1, 1, 0, 0) by FCM Algorithm 

Figure 2. Clustering Result of Iris Database Based on 
Feature Weights (0, 0, 1, 1) by FCM Algorithm 

Feature selection and weighting have been hot research topics in cluster analysis. Desarbo [8] introduced 
the SYNCLUS algorithm for variable weighting in k-means clustering. It is divided into two stages. First it 
uses k-means clustering with initial set of weights to partition data into k clusters. It then determines a new 
set of optimal weights by optimizing a weighted mean-square. The two stages iterate until they obtain an 
optimal set of weights. 

Huang [7] presented W-k-means, a new k-means type algorithm that can calculate variable weights 
automatically. Based on the current partition in the iterative k-means clustering process, the algorithm 
calculates a new weight for each variable based on the variance of the within cluster distances. The new 
weights are used in deciding the cluster memberships of objects in the next iteration. The optimal weights are 
found when the algorithm converges. The weights can be used to identify important variables for clustering. 
The variables which may contribute noise to the clustering process can be removed from the data in the 
future analysis. 

With respect to FCM clustering, it is sensitive to the selection of distance metric. Zhao [12] stated that the 
Euclidean distance give good results when all clusters are spheroids with same size or when all clusters are 
well separated. In [13, 10], they proposed a G–K algorithm which uses the well-known Mahalanobis distance 
as the metric in FCM. They reported that the G–K algorithm is better than Euclidean distance based 
algorithms when the shape of data is considered. In [11], the authors proposed a new robust metric, which is 
distinguished from the Euclidean distance, to improve the robustness of FCM.  

Since FCM’s performance depends on selected metrics, it will depend on the feature-weights that must be 
incorporated into the Euclidean distance. Each feature should have an importance degree which is called 
feature-weight. Feature-weight assignment is an extension of feature selection [17]. The latter has only either 
0-weight or 1-weight value, while the former can have weight values in the interval [0.1]. Generally speaking, 
feature selection method cannot be used as feature-weight learning technique, but the inverse is right. To be 
able to deal with such cases, we propose a new FCM Algorithm that takes into account weight of each feature 
in the data set that will be clustered. After a brief review of the FCM in section 2, a number of features 
ranking methods are described in section 3. These methods will be used in determining FWA (feature weight 
assignment) of each feature. In section 4 distance measures are studied and a new one is proposed to handle 
the different feature-weights. In section 5 we proposed the new FCM for clustering data objects with 
different feature-weights. 

2.  FUZZY C-MEAN ALGORITHM 

Fuzzy c-mean (FCM) is an unsupervised clustering algorithm that has been applied to wide range of 
problems involving feature analysis, clustering and classifier design. FCM has a wide domain of applications 
such as agricultural engineering, astronomy, chemistry, geology, image analysis, medical diagnosis, shape 
analysis, and target recognition [14]. Unlabeled data are classified by minimizing an objective function based 
on a distance measure and clusters prototype. Although the description of the original algorithm dates back to 
1974 [4, 5] derivatives have been described with modified definitions for the distance measure and 
prototypes for the cluster centers [12, 13, 11, 10] as explained above. The FCM minimizes an objective 
function mJ , which is the weighted sum of squared errors within groups and is defined as follows: 
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Among others, Jm can be minimized by Picard iteration approach. This method minimizes Jm by 
initializing the matrix U randomly and computing the cluster prototypes (Eq.2) and the membership values 
(Eq.3) after each iteration. The iteration is terminated when it reaches a stable condition. This can be defined 
for example, when the changes in the cluster centers or the membership values at two successive iteration 
steps is smaller than a predefined threshold value. 

The FCM algorithm always converges to a local minimum. A different initial guess of uij may lead to a 
different local minimum. Finally, to assign each data point to a specific cluster, defuzzification is necessary, 
e.g., by attaching a data point to a cluster for which the value of the membership is maximal [14]. 

3.  ESTIMATING FWA OF FEATURES 

In section 1 we mentioned that we propose a new clustering algorithm for a data objects with different 
feature-weights, which means that data with features of different FWA should be clustered. A key question 
that arises here is how we can determine the importance of each feature. In other words, we are about to 
assign a weight to each feature so that the weight of each feature determines the FWA of it. 

To determine the FWA of features of a data set two major approaches can be adopted: Human-based 
approach and Automatic approach. In human-based approach we determine the FWA of each feature based 
on negotiation with an expert individual who has enough experience and knowledge in the field that is the 
subject of clustering. On the other hand, in automatic approach we use the data set itself to determine the 
FWA of its features. We will discuss more about these approaches in next lines. 

Human-based approach: As is described above, in human-based approach by negotiating with an expert, 
we choose FWA of each feature. This approach has some advantages and some drawbacks. In some cases, 
using the data set itself to determine the FWA of each feature may fail to achieve the real FWA's, and human-
based approach should be adopted to determine the FWA of each feature. Fig.3 demonstrates a situation this 
case happens. 
 
 
 
 
 

 
                                  

Figure 3. Data Object with Two Features 
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Suppose Fig.3 shows a data objects in which FWA of feature A is two times FWA of feature B in reality. 
Since automatic approach uses the position of data points in the data space to determine the FWA of features, 
using data set itself to determine the FWA of features A and B (automatic approach) will lead to equal FWA's 
for A and B. Although this case (data set with homogeneously and equidistantly distributed data points) 
rarely happens in real world and is somehow an exaggerated one, it shows that, sometimes, human-base 
approach is the better choice.   

On the other hand, human-based approach has its own drawbacks. We cannot guarantee that the behaviors 
that are observed by a human expert and used to determine the FWA's include all situations that can occur 
due to disturbances, noise, or plant parameter variations. Also suppose situation in which there is no human 
expert for negotiation to determine FWA's. How does this problem should be dealt with?  

Structure the signal can be found using linear transforms. This approach does not take into account that 
the system has some structure. In the time domain, filtering is a linear transformation. The Fourier, Wavelet, 
and Karhunen-Loeve transforms have compression Capability and can be used to identify some structure in 
the signals. When we are using these transforms, we do not take into account any structure in the system. 

Automatic approach: Several methods based on fuzzy set theory, artificial neural network, fuzzy-rough 
set theory, principle component analysis and neuro-fuzzy methods and have been reported [16] for weighted 
feature estimation. Some of the mentioned methods just rank features, but with some modifications they will 
be able to calculate the FWA of the features. Here we introduce a feature weight estimation method which 
can be used to determine the FWA of features. This method extends the one proposed in [15]. 

Let the pth pattern vector (each pattern is a single data item in the data set and a pattern vector is a vector 
which its elements are the values that the pattern features assume in the data set) be represented as 

]...,,.........,[ 21
p

n
ppp xxxx =                                                       (4)                     

Where n is the number of features of the data set, and p
ix is the ith element of the vector. Let probk and 
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mean vector, 
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)( p
ck xμ  and )('

p
ck xμ  are the membership values of the pattern px in classes kC and 'kC , respectively. 

kα is the normalizing constant for class kC  which takes care of the effect of relative sizes of the classes. 

Note that ks is zero (minimum) if 1=ckμ or 0, and is 0.25 (maximum) if 5.0=ckμ . On the other hand, 

kks ' is zero (minimum) when 1' == ckck μμ  or 0, and is 0.5 (maximum) for 1=ckμ , 0' =ckμ or vice 
versa. 

Therefore, the term ∑
≠ '

'
kk

kkk ss , is minimum if 1=ckμ  and 0' =ckμ  for all 'kk ≠  i.e., if the 

ambiguity in the belongingness of a pattern px to classes kC  and 
'kC  is minimum (pattern belongs to only 

one class). It takes its maximum value when 5.0=ckμ for all k. In other words, the value of E decreases as 
the belongingness of the patterns increases to only one class (i.e., compactness of individual classes 
increases) and at the same time decreases for other classes (i.e., separation between classes increases). E 
increases when the patterns tend to lie at the boundaries between classes (i.e. 5.0→μ ). The objective in 
feature selection problem, therefore, is to select those features for which the value of E is minimum [15]. In 
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order to achieve this, the membership )( p
ck xμ  of a pattern px to a class is defined, with a multi-

dimensional π - function which is given by 
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The distance ( )p
k xd  of the pattern px from km (the center of class kC ) is defined as: 
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Let us now explain the role of kα . E is computed over all the samples in the feature space irrespective 

of the size of the classes. Therefore, it is expected that the contribution of a class of bigger size (i.e. with 
larger number of samples) will be more in the computation of E. As a result, the index value will be more 
biased by the bigger classes; which might affect the process of feature estimation. In order to overcome this 
i.e., to normalize this effect of the size of the classes, a factor kα , corresponding to the class kC , is 

introduced. In the present investigation, we have chosen kk C1=α . However, other expressions like 

kk prob1=α or kk prob−=1α  could also have been used.  
If a particular subset (F1) of features is more important than another subset (F2) in characterizing / 

discriminating the classes / between classes then the value of E computed over F1 will be less than that 
computed over F2. In that case, both individual class compactness and between class separation would be 
more in the feature space constituted by F1 than that of F2. In the case of individual feature ranking (that fits 
to our need for feature estimation), the subset F contains only one feature [15]. 

Now, using feature estimation index we are able to calculate the FWA of each feature. As mentioned 
above, the smaller the value of E of a feature, the more significant that feature is. On the other hand, with 
FWA we mean that the larger its value for a given feature, the more significant that feature is. So we calculate 
the FWA of a feature this way: suppose naaa ,........., 21 are n features of a data set and E (ai) and FWA 
(ai) are feature estimation index and feature-weight assignment of feature ai, respectively so 
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With this definition, FWA (ai) is always in the interval [0.1]. So we define vector FWA which its ith 
element is FWA (ai). Till now we have calculated FWA of each feature of the data set. Now we should take 
into account these values in calculating the distance between data points, which is of great significance in 
clustering.  
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4.  MODIFIED DISTANCE MEASURE FOR THE NEW FCM 
ALGORITHM 

Two distance measures are used in FCM widely in literature: Euclidian and Mahalanobis distance measure. 
Suppose x and y are two pattern vectors (we have introduced pattern vector in section 3). The Euclidian 
distance between x and y is: 

( ) )()(,2 yxyxyxd T −−=                                                       (14)                    
And the Mahalanobis distance between x and a center t (taking into account the variability and correlation 

of the data) is: 
( ) )()(,, 12 txCtxCtxd T −−= −                                                  (15) 

In Mahalanobis distance measure C is the co-variance matrix. Using co-variance matrix in Mahalanobis 
distance measure takes into account the variability and correlation of the data. To take into account the 
weight of the features in calculation of distance between two data points we suggest the use of (x-y)m 
(modified (x-y)) instead of (x-y) in distance measure, whether it is Euclidian or Mahalanobis. (x-y)m  is a 
vector that its ith element is obtained by multiplication of ith element of vector (x – y) and ith element of 
vector FWA. So, with this modification, equ.14 and equ.15 will be modified to this form: 

( ) m
t
mm yxyxyxd )()(,2 −−=                                                      (16)                and                  

( ) m
t
mm txCtxCtxd )()(,, 12 −−= −                                              (17)              respectively , where 

( ) )())(()( iFFWIiyxiyx m ×−=−                                  (18). 
We will use this modified distance measure in our algorithm of clustering data set with different feature-

weights in next section. To illustrate different aspects of the distance measures mentioned above let’s look at 
some graphs in Fig.4 Points in all graphs are at equal distance (with different distance measures) to the center. 
A circumference in graph A represents points with equal Euclidian distance to the center. In graph B, points 
are of equal Mahalanobis distance to the center. Here the co-variance matrix is: 
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4
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0
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C  In this case 

the variable Y has more variability than the variable X, then, even if the values in the y-axis appear further 
from the origin with respect to the Euclidean Distance, they have the same Mahalanobis distance as those in 
the x-axis or the rest of the ellipsoid. 
 
 
 
 
 
 
 
 
 

 

Figure 4. Point with Equal Distance to the Center 
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have a covariance different from zero. As a consequence, the ellipsoid rotates and the direction of the axis is 
given by the eigenvectors of C. In this case, greater values of Y are associated with smaller values of X. In 
other words, every time we move up, we also move to the left, so the axis given by the y-axis rotates to the 
left (see graph (C)). Graphs D and E demonstrate point with equal modified Euclidian and modified 
Mahalanobis distance to the centre, respectively. In both of them FWA vector is FWA= (0.33   0.67), and in 
graph E, C is equal to what it was in graph C. Comparing graphs C and E, we can conclude that in graph E 
in addition to variability and correlation of data, the FWA of features is considered in calculating distances. 

Graph A Graph B Graph C Graph D Graph E 
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5.  NEW FEATURE WEIGHTED FCM ALGORITHM 

In this section we propose the new clustering algorithm, which is based on FCM and extend the method that 
is proposed by [15] for determining FWA of features and, moreover, uses modified Mahalanobis measure of 
distance, which takes into account the FWA of features in addition to variability of data. As mentioned before, 
despite FCM, this algorithm clusters the data set based on weights of features. In the first step of this 
algorithm we should calculate the FWA vector using method proposed in [15]. To do so, we need some 
clusters over the data set to be able to calculate 

ikm and )( p
k xd (having these parameters in hand, we can 

easily calculate the feature estimation index for each feature. see section 3). To have these clusters we apply 
FCM algorithm with Euclidian distance on the data set. The created clusters help us to calculate the FWA 
vector. This step, in fact, is a pre-computing step. In the next and final step, we apply our Feature weighted 
FCM algorithm on the data set, but here we use modified Mahalanobis distance in FCM algorithm. 
The result will be clusters which have two major difference with the clusters obtained in the first step. The 
first difference is that the Mahalanobis distance is used. It means that the variability and correlation of data is 
taken into account in calculating the clusters. The second difference, that is the main contribution of this 
investigation, is that features weight index has a great role in shaping the clusters. 

6.  CONCLUSIONS 

In this paper, we have presented a new clustering algorithm based on fuzzy c-mean algorithm which is salient 
feature is that it clusters data set based on weighted features. We used a feature estimation index to obtain 
FWA of each feature. The index is defined based on the aggregated measure of compactness of the individual 
classes and the separation between the classes in terms of class membership functions. The index value 
decreases with the increase in both the compactness of individual classes and the separation between the 
classes. To calculate the feature estimation index we passed a pre-computing step which was a fuzzy 
clustering using FCM with Euclidian distance. Then we transformed the values into the FWA vector which its 
elements are in interval [0, 1] and each element shows the relative significance of its peer feature. Then, we 
merged the FWA vector and distance measures and used this modified distance measure in our algorithm. 
The result was a clustering on the data set in which weight of each feature plays a significant role in forming 
the shape of clusters. 
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Agent Based Middleware for Maintaining User Privacy  
in IPTV Recommender Services 
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Abstract. Recommender services that are currently used by IPTV providers 
help customers to find suitable content according to their preferences and 
increase overall content sales. Such systems provide competitive advantage 
over other IPTV providers and improve the overall performance of the current 
systems by building up an overlay that increases content availability, 
prioritization and distribution that is based on users' interests. Current 
implementations are mostly centralized recommender service (CRS) where the 
information about the users' profiles is stored in a single server. This type of 
design poses a severe privacy hazard, since the users' profiles are fully under 
the control of the CRS and the users have to fully trust the CRS to keep their 
profiles private. In this paper, we present our approach to build a private 
centralized recommender service (PCRS) using collaborative filtering 
techniques and an agent based middleware for private recommendations 
(AMPR). The AMPR ensures user profile privacy in the recommendation 
process. We introduce two obfuscation algorithms embedded in the AMPR that 
protect users' profile privacy as well as preserve the aggregates in the dataset in 
order to maximize the usability of information for accurate recommendations. 
Using these algorithms provides the user complete control on the privacy of his 
personal profile. We also provide an IPTV network scenario that uses AMPR 
and its evaluations. 

Keywords: Privacy, Clustering, IPTV Networks, Recommender System, Multi-
Agent Systems. 

1 Introduction 

Internet protocol television (IPTV) is one of the most fast growing services in ICT; it 
broadcasts multimedia content in digital format via broadband internet networks using 
IP packet switched network infrastructure. Differently from conventional television, 
IPTV allows an interactive navigation of the available items [1]. IPTV providers 
employ automated recommender services by collecting information about user 
preferences for different items to create a user profile. The preferences of a user in the 
past can help the recommender service to predict other items that might be interested 
for him in the future. 

Collaborative filtering (CF) technique is utilized for recommendation purposes as 
one of the main tools for recommender systems. CF is based on the assumption that 

Appendix B: Article III

Page 169 of 388



 Agent Based Middleware for Maintaining User Privacy 65 

people with similar tastes prefer the same items. In order to generate 
recommendations, CF cluster users with the highest similarity in their interests, then 
dynamic recommendations are then served to them as a function of aggregate cluster 
interests. Thus, the more the users reveal information about their preferences,  
the more accurate recommendations provided to them. However at the same time the 
more information is revealed to the recommender service about the user profile, the 
lower user privacy levels can be guaranteed. This trade-off acts as a requirement 
when designing a recommender service using CF technique. Privacy aware users 
refrain from providing accurate information because of their fears of personal safety 
and the lack of laws that govern the use and distribution of these data. Most service 
providers would try their best to keep the privacy of their users. But occasionally, 
when they are facing bankruptcy, they might sell it to third parties in exchange of 
financial benefits. In the other side, many service providers might violate users’ 
privacy for their own commercial benefits. Based on a survey results in [2, 3] the 
users might leave a service provider because of privacy concerns. The information 
collected by recommender service breaches the privacy of the users in two levels. 

1. The real identity of the user is available to a central server. That server can 
associate the user profile which contains his private information to his real identity. 
This is an obvious privacy breach, considering that a user does not want to reveal 
the link between his real identity and his profile, yet he wants to use the service in 
that server. 

2. If the user is not known to the server, the server can try to de-anonymize the user 
identity by correlating the information contained in the user profile and some 
information obtained from other databases [4]. 

In this paper we proposed an agent based middleware for private recommendation 
(AMPR) that bear in mind privacy issues related to the utilization of collaborative 
filtering technique in recommender service and allow sharing data among different 
users in the network. We also present two obfuscation algorithms that protect the user 
privacy and preserve the aggregates in the dataset to maximize the usability of 
information in order to get accurate recommendations. Using these algorithms, gives 
the user a complete control on his personal profile, so he can make sure that the data 
does not leaves his side until it is properly desensitized. In the rest of this paper we 
will generically refer to news programs, movies and video on demand contents as 
Items. Section 2 describes some related work. In Section 3 we introduce our private 
centralized recommender service scenario in IPTV network. In Section 4 we 
introduce the proposed obfuscation algorithms used in our framework. Section 5 
describes some experiments and results based on obfuscation algorithms for IPTV 
network. Section 6 includes the conclusion and future work. 

2 Related Work 

The majority of the literature addresses the problem of privacy for recommender 
services based on collaborative filtering technique, Due to it is a potential source of 
leakage of private information shared by the users as shown in [5]. In [6] it is 
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proposed a theoretical framework to preserve the privacy of customers and the 
commercial interests of merchants. Their system is a hybrid recommender that uses 
secure two party protocols and public key infrastructure to achieve the desired goals. 
In [7, 8] it is proposed a privacy preserving approach based on peer to peer techniques 
using users’ communities, where the community will have a aggregate user profile 
representing the group as whole and not individual users. Personal information will be 
encrypted and the communication will be between individual users and not servers. 
Thus, the recommendations will be generated at client side. In [9, 10] it is suggest 
another method for privacy preserving on centralized recommender systems by 
adding uncertainty to the data by using a randomized perturbation technique while 
attempting to make sure that necessary statistical aggregates such as mean don’t get 
disturbed much. Hence, the server has no knowledge about true values of individual 
rating profiles for each user. They demonstrate that this method does not decrease 
essentially the obtained accuracy of the results. Recent research work [11, 12] pointed 
out that these techniques don’t provide levels of privacy as it was previously thought. 
In [12] it is pointed out that arbitrary randomization is not safe because it is easy to 
breach the privacy protection it offers. They proposed a random matrix based spectral 
filtering techniques to recover the original data from perturbed data. Their 
experiments revealed that in many cases random perturbation techniques preserve 
very little privacy. Similar limitations were detailed in [11].  

3 Problem Formulation 

3.1 System Model 

We consider a system where PCRS is implemented as a third-party service that makes 
recommendations by consolidating the profiles received from multiple users. Each user 
has a set top box (STB) that stores his profile and host AMPR at his side. As shown in  
fig 1, the parties involved are the users, and the PCRS.  We assume that PCRS follow the 
semi-honest adversary model, which is realistic assumption because the PCRS provider 
needs to accomplish some business goals and increase his revenues. Moreover, we 
assume the communication links between parties are secured by existing techniques. An 
IPTV provider uses this business model to reduce the required computational power, 
expenses or expertise to maintain an internal recommender service.  

3.2 Design Goals 

There are two requirements should be satisfied in the previous system model: 

─ IPTV providers care about the privacy of their catalogue which is considered an 
asset for their business. In the meantime they are willing to offer real users’ 
ratings for different masked items to offer better recommendations for their 
users and increase their revenues. 

─ In the other side, privacy aware users worry about the privacy of their profiles, 
as sending their real ratings harm their privacy.  
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Fig. 1. Illustration of proposed combined IPTV Network 

The AMPR employs two obfuscation algorithms that provide the users the required 
privacy level before submitting the profiles to the PCRS. Note that, we alleviate the 
user identity problems by using anonymous pseudonyms identities for users. 

3.3 Threat Model 

In this paper, AMPR provides a defence mechanism against the threat model 
proposed in [13] where the attacker colludes with some users inside the network to 
obtain some partial information about the process used to obfuscate the data and/or 
some of the original data items themselves. The attacker can then use this partial 
information for the reverse engineering of the entire data set. 

4 Solution 

In the next sections, we will present our proposed framework for preseving the 
privacy of customers’ profiles show in fig 2. 

4.1 PCRS Components  

As show in fig 2, PCRS maintains a set data stores. The first data store is the masked 
catalogue of items that have been hashed using IPTV provider key or a group key. The 
second data store is the obfuscated users’ profiles which contain users’ pseudonyms and 
their obfuscated ratings and finally a peer cache which is an updated database about peers 
participated in previous recommendations formulation. The peer cache is updated from 
peer list database at client side. The PCRS communicates with the user through a 
manager unit. Finally, the clustering manager is the entity responsible for building 
recommendations model based upon the obfuscated ratings database.  
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Fig. 2. PCRS framework 

4.2 AMPR Components 

The AMPR in the user side consists of different co-operative agents. Learning agent 
captures user preferences about items explicitly or implicitly to build a rating table and 
meta-data table. The local obfuscation agent implements CBT obfuscation algorithm to 
achieve user privacy while sharing the data with other users or the system. The global 
perturbation agent executes G-algorithm on the locally obfuscated collected profiles. 
These algorithms act as wrappers that obfuscate items’ ratings before they are fed into the 
PCRS. Since the database is dynamic in nature, the local obfuscation agent desensitizes 
the updated data periodically, then synchronize agent send it to other users and PCRS. So 
the recommendations are made on the most recent ratings. More details about the 
recommendation process described in the next sub-section.  

4.3 The Recommendation Process 

The recommendation process based on the two stage obfuscation algorithms can be 
summarized as following more details can be found in [14]. The target user 
broadcasts message to other users in the IPTV network to request starting the 
recommendations process or update their centralized rating profiles stored at PCRS. 
The individual users who decided to participate in that process use the local 
obfuscation agent to perform CBT algorithm of their local rating profiles. They agree 
on same parameters, and then they submit their locally obfuscated profiles to the 
requester. The target user instructs his obfuscation agent to start G algorithm on the 
collected locally obfuscated profiles. After finishing the previous step, the target user 
submits all profiles to PCRS in order to receive recommendations. 

5 Proposed Algorithms 

In the next sub-sections, we provide two different algorithms that used by our agents 
to obfuscate the user profile in a way that secure his ratings in the un-trusted PCRS 
with minimum loss of accuracy. In our framework, each user has two datasets 
representing his/her profile. First one is the local rating profile which is perturbed 
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before merging it with similar users’ profiles that rare willing to collaborate with him 
as part of the recommendation process. The second one is the centralized rating 
profile which is the output of the two obfuscation algorithms where the user can get 
recommendation directly from the PCRS based on it. We perform experiments on real 
datasets to illustrate the applicability of our algorithms and the privacy and accuracy 
levels achieved using them. 

5.1 Local Obfuscation Using CBT Algorithm 

We propose a new obfuscation algorithm called clustering based transformation 
(CBT) that have been designed especially for the sparse data problem in user profile. 
It is inspired from the block cipher idea in [15]. We present a new technique to build a 
transformation lookup table (TLUT) using clustering technique then approximate 
each point in the data set to the nearest representative value in the TLUT (the core-
point for the cluster it belong to) with the help of similarity measures. The output of 
our obfuscation algorithm should satisfy two requirements: 

1. Reconstructing the original data from the obfuscated data should be difficult, in 
order to preserve privacy. 

2. Preserve the similarity between data to achieve accurate results. 

We use local learning analysis (LLA) clustering method proposed in [16] to create the 
TLUT. It is important to attain an optimized TLUT because the quality of the TLUT 
obviously affects the performance of the transformation. LLA builds an initial TLUT 
and repeats the iteration till two conditions satisfied:  

1. The distance function ( , )id x c between a point x and its corresponding value 

(core-point) ic is minimized. 
2. The distortion function between each dataset and its nearest value (core-point) 

becomes smaller than a given threshold.  

CBT algorithm consists of following steps: 

1. The user ratings stored as dataset D of c rows, where each row is sequence of 
fields 1 2 3X  x  x  x .xm= …… . 

2. User ratings dataset D
 
is portioned into 1 2 3D  D  D .Dn…… datasets of length L , 

if total number of attributes in original is not perfectly divisible by L then extra 
attributes is added with zero value which does not affect the result and later it is 
removed at step 5. 

3. Generate TLUT using LLA algorithm, LLA takes Gaussian Influence function as the 
similarity measure. Influence function between two data points ix and  is given 

as                                                                                                                

                                                                                                                                
(1) 

      While the field function for a candidate core-point given by: 

2

2

( , )

2( )
i j

i

d x x

x
Gauss jf x e σ

−
=
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  (2)

 
Clustering is performed on each dataset iD , resulting to k clusters 

1 2 3, , ,....,i i i ikC C C C  and each cluster is represented by its core-points, i.e. core-

point of thj  cluster of thi dataset is ( ijC ) = { }1 2 3, , ,..... Lc c c c .Every single row 

portion falls in exactly one cluster. And The TLUT = (core-point ( 1iC ) , core-

point( 2iC ) , core-point( 3iC ) ..,core-point ( ikC )) 

4. Each dataset iD is transformed into new dataset '
iD using generated TLUT, each 

portion iY  = ( 1) 1 ( 1) 2 ( 1) 3x  x  x .xi L i L i L iL− + − + − + …… replaced by the nearest cluster 

core-point iZ = core-point ( ijC ) in which it falls. 

transofrmed
i iY Z⎯⎯⎯⎯→  

5. The transformation function is:  ,        ,       
6. Now all the n transformed portions of each point are joined in the same sequence 

as portioned in step 2 to form a new k  dimension transformed row data which 
replaces the X in the original dataset. In this way perturbed dataset '

iD  is formed 

from original dataset D  
7. Compute the privacy level by calculating the difference between the original 

dataset and transformed dataset using Euclidean distance: 

 
2

1 1

1
r =P

m n

ij iji j
ivacy Level x y

mn = =
− −   (3)

 

5.2 Global Perturbation Using G Algorithm 

After executing the local obfuscation process, the global perturbation algorithm at the 
requester side is started. The idea is cluster multidimensional data using fast density 
clustering algorithm, then perturb each dimension in each cluster in such a way to 
preserve its range. In order to allow the global perturbation agent to execute G 
algorithm, we introduce an enhanced mean shift (EMS) algorithm which is tailored 
algorithm for the global perturbation phase that has advantage over previous 
algorithm proposed in [17] and it requires low computational complexity in clustering 
large data sets. we employ Gaussian KD-tree [18] clustering to reduce the feature 
space of the locally obfuscated data.  

The G algorithm consists of two steps: 

Step 1: Build different density based clusters 

1. We build the tree in a top down manner starting from a root cell similar to [18, 19]. 
Each inner node of the tree S represents a d-dimensional cube cell which stores the 
dimension Sd along which it cuts, the cut value Scut on that dimension, the bounds 

2

2

( , )

2

1

( )
j isd x xk

D
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s

f x e σ
−
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of the node in that dimension Smin and Smax, and pointers to its children Sleft and 
Sright. All points in the leaf nodes of the kd tree are then considered as a sample and 
the kd-tree stores m samples defined as , 1, … . ,  that construct the reduced 
feature space of the original obfuscated data set. 

2. Assign each record ix to its nearest jy based on kd-search, then compute a new 

sample, we called it , 1, … . ,  .  
3. Generated  is a feature vector of d-dimensions, that is considered as a more 

accurate sample of the original obfuscated data set that will be used in the mean 
shift clustering. 

4. The mean shift clustering iteratively performs these two steps: 
─ Computation of mean shit vector based on the reduced feature space as 

following:  

 

* *

* *

2*
*
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i j

j i
i

y N y

j j

j i

y N y

x y
y g

h
m x x j m

x y
g

h

∈

∈

 − 
 
 = − =

 − 
 
 




 (4) 

Where '( ) ( )g x k x= − defined when the derivate of function ( )k x exists, and 

( ),0 1k x x≤ ≤  is called kernel function satisfying: ( )2

,( ) 0k dk x c k x= > ,  

1x ≤   and  

─ Update the current position 1jx +  as following: 
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 (5) 

Until reaching the stationary point which is the candidate cluster centre.  will 
coverage to the mode in reduced feature space, finally we get approximate 
modes of original data defined as , 1,....,xz x k= . 

5. Finally, the points which are in the mode are associated with the same cluster. 
Then we interpolate the computed modes in samples to the original obfuscated data 
by searching for the nearest mode xz for each point ix .  

Step 2: Generating random points in each dimension range  
For each cluster C , perform the following procedure.  

1. Calculate the interquartile range for each dimension iA . 

2. For each element , generate a uniform distributed random number ijr  in 

that range and replace ije with ijr . 

( ) 1k x dx
∞

−∞
=
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6 Experiments 

The proposed algorithms are implemented in C++. We used message passing 
interface (MPI) for a distributed memory implementation of G algorithm to mimic a 
reliable distributed network of peers. We evaluated the proposed algorithms from two 
different aspects: privacy achieved and accuracy of results. The experiments 
presented here were conducted using the Movielens dataset [20]. The dataset contains 
users’ ratings on movies using discrete values between 1 and 5. We follow the 
experiential scenarios presented in [14] We divide the data set into a training set and 
testing set. The training set is obfuscated then used as a database for the PCRS. Each 
rating record in the testing set is divided into a rated items  and unrated items . 
The set ,  is presented to the PCRS for making predication ,  for the unrated 
items ,  using the same algorithm in [21]. To evaluate the accuracy of generated 
predications, we used the mean average error (MAE) metric proposed in [22]. The 
first experiment performed on CBT algorithm to measure the impact of the varying 
portion size and number of core-points on privacy levels of the transformed ratings. 
To measure that we kept portion size constant with different number of core-points 
and then we vary portion size with constant number of core-points. Based on the 
results shown in figs (3) and (4), we can conclude that the privacy level increases 
when portion size is increasing. On the other hand, privacy level is reduced with 
increasing number of core-points as large number of rows used in TLUT. Each user in 
the network can control his privacy by diverging different parameters of LLA 
algorithm. Note that reducing the privacy level means less information loss in the 
collected ratings presented to PCRS. However this means the transformed ratings are 
similar to the original ratings, so the attacker can acquire more sensitive information.  
 

 

Fig. 3. Privacy level for different no.of core 
point 

Fig. 4. Privacy level for different portion size 

 

 

Fig. 5. VI for different portion size Fig. 6. VI for different no.of core points 
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Abstract—One of the concerns users have to confront when using 

an IPTV system is information overload, which makes it difficult 

for them to find suitable content according to their personal 

preferences. A recommendation service is one of the most widely 

adopted technologies for alleviating this problem; these services 

intend to provide people with referrals of items that they will 

appreciate based upon their preferences. IPTV users must ensure 

that their sensitive preferences collected by any recommendation 

service are properly secured. In this work, we introduce a 

framework for a private recommender service based on 

Enhanced Middleware for Collaborative Privacy (EMCP). EMCP 

executes a two-stage concealment process that gives the user 

complete control over the privacy level of his profile. We utilise a 

trust mechanism to augment the recommendation’s accuracy and 

privacy. These trust heuristic spot users whom are trustworthy 

with respect to the user requesting the recommendation (target-

user). Later, the neighbourhood formation is calculated using 

proximity metrics based on these trustworthy users. Finally, 

users submit their profiles in an obfuscated form without 

revealing any information about their data, and the computation 

of recommendations proceeds on the obfuscated data using a 

secure multi-party computation protocol. We expand the 

obfuscation scope from a single obfuscation level for all users to 

arbitrary obfuscation levels based on different trust levels 

between users. In other words, we correlate the obfuscation level 

with different levels of trust, so the more trusted a target user is, 

the less obfuscatedcopy of  users’ profiles he can access. We also 

provide an IPTV network scenario and experimentation results. 

Our results and analysis show that our two-stage concealment 

process not only protects the users’ privacy, but can also 

maintain the accuracy of the recommendations.  

Keywords- Privacy; Clustering; IPTV Network; 

Recommendation-Services; Multi-agent 

I.  INTRODUCTION 

Internet Protocol Television (IPTV) is a video service 
providing IP broadcasts and video on demand (VOD) over a 
broadband IP content delivery network (CDN) specialized in 
video services. The IPTV user has access to myriads of video 
content spanning IP broadcasts and VOD [1]. In this context it 
is difficult for them to find content that matches their 
preferences from the huge amount of video content available. 
In order to attract and satisfy these users, IPTV service 
providers employ recommendation services to increase their 
revenues and offer added value to their patrons. A 
recommendation service is a promising personalised service 
for IPTV users which offer referrals to users by building up 
users’ profiles (explicit or implicit) based on their past ratings, 
behaviour, purchase history or demographic information. In 
the context of this work, a profile is a list that comprises the 

video content the user has watched or purchased, combined 
with their meta-data extracted from the content provider (i.e. 
genres, directors, actors and so on) and the ratings the user 
gave to such content.  

Recommendation services are usually served using 
collaborative filtering (CF) algorithms, which is a popularly 
used technical approach to automate the word-of-mouth 
process; it is based on the hypothesis that people with similar 
tastes prefer the same items. The recommendations using the 
CF technique involves a server or main entity that collects 
users’ profiles to find users that are similar to the user 
receiving the recommendation (target user), and then it 
executes CF algorithms to suggest items that in the past were 
rated highly by them. Because data collected from IPTV users 
cover personal information about different content they have 
watched or purchased, there is a serious threat to individual 
privacy. This data can be used for unsolicited marketing, 
government surveillance, profiling of usersor it can be sold by 
the providers when they face bankruptcy. 

While in the general case the collecting of high quality 
profiles from users is desirable, as such recommendations can 
be highly beneficial for both the users and the IPTV service 
providers, but it is not an easy task as the price is also high: 
total loss of privacy while generating recommendations. On 
the one hand, some users are willing to reveal their whole 
profiles in order to get accurate referrals, but others may be 
concerned about the privacy implications of disclosing their 
profiles which can open a door for the misuse of personal data. 
Currently there are two options for privacy concerned users 
when using IPTV recommender services: first, they can refuse 
to enter the information they are uncomfortable about 
disclosing, which brings about the sparse data problem [2] for 
the recommendation technique, since only a subset of items 
have ratings scored by the user. Second, they can enter false 
information which decreases the accuracy of the generated 
recommendations, this results in a lack of acceptance of the 
respective services in general. As a matter of fact, an actual 
rating given to an item by a user produces a reasonable 
explanation and rank from a reliable source. Users are more 
likely to be willing to give more truthful data if privacy 
measurements are provided, or if they are assured that the data 
does not leave their personal devices until it is properly 
desensitised. 

In this work, we present an enhanced middleware for 
collaborative privacy (EMCP) that allows creating serendipity 
recommendations without breaching user privacy. EMCP 
employs a set of mechanisms to allow users to share their data 
among each other in the network to attain collaborative 
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privacy. The users’ cooperation is needed not only to protect 
their privacy but also to allow the service to run properly. This 
approach preserves the aggregates in the dataset to maximize 
the usability of information in order to accurately predicate 
ratings for items that have not previously been viewed by the 
target-user. Two novel mechanisms employed in EMCP to 
secure the user rating profile in the untrusted PRS with 
minimum loss of accuracy. The first mechanism is based on an 
algorithm called a Clustering Transformation Algorithm 
(CTA), for obfuscating the user rating profile before sharing it 
with other users in the IPTV network. It partitions the user 
rating profile into smaller clusters and then obfuscates each 
cluster in a way to preserve the distances between data points 
inside the same cluster. The second mechanism is based on a 
protocol called the Secure Recommendation (SR), that is build 
upon the Paillier scheme of homomorphic encryption in order 
to permit particular operations to be performed on encrypted 
data without need for prior decryption. This means that we can 
retrieve the original statistical properties without using the raw 
user’s data. In addition, EMCP employs interpersonal trust 
between users to enhance recommendations’ accuracy and 
preserve privacy. The enhancement in accuracy is achieved by 
employing trust based heuristics to propagate and spot users 
whom are trustworthy with respect to the target user. 
Moreover, trust based heuristics enhance privacy by 
transforming participants’ data in different ways based on 
different trust levels to hide the raw ratings. Thus, in contrast 
to a single obfuscation level scenario where only one 
obfuscated copy is released for all users using fixed 
parameters for the obfuscation mechanism, now multiple 
differently obfuscated copies of the same data are released for 
different users with different trust levels. The more trusted the 
user, the less obfuscated the copy he can access. These 
different copies can be generated in various fashions. They 
can be jointly generated at different times upon receiving a 
new request from target user, or on demand. The latter case 
gives users the maximum flexibility.   

In rest of this work, we will generically refer to news 
programs, movies and video on-demand content as Items. This 
paper is organised as follows. In Section II, related works are 
described. Section III introduces an IPTV network scenario 
hosting our private recommender service. The proposed 
solution based on EMCP is introduced in Section IV. In 
Section V, the two-stage concealment process is described in 
detail. Proof of security and correctness for the two-stage 
concealment process is demonstrated in Section VI. In Section 
VII, the results from some of the experiments on the proposed 
mechanisms are reported. Finally, the conclusions and 
recommendations for future work are given in Section VIII. 

II. RELATED WORKS 

The majority of the existing recommender services are 
based on collaborative filtering, others focus on content based 
filtering using EPG data [3]. Collaborative filtering techniques 
build users’ profiles in two ways, on ratings (explicit rating 
procedures) or on log archives (implicit rating procedures) [4]. 
These procedures lead to two different approaches to 
collaborative filtering, rating based approaches and log based 
approaches. The majority of the literature addresses the 
problem of privacy on collaborative filtering techniques, due 
to it being a potential source of leakage of private information 
shared by the users as shown in [5]. In [6] a theoretical 
framework is proposed to preserve the privacy of customers 
and the commercial interests of merchants. Their system is a 

hybrid recommender system that uses secure two party 
protocols and public key infrastructure to achieve the desired 
goals. In [7, 8] a privacy preserving approach is proposed 
based on peer to peer techniques using users’ communities, 
where the community will have a aggregate user profile 
representing the group as a whole but not individual users. 
Personal information will be encrypted and communication 
will be between individual users but not servers. Thus, the 
recommendations will be generated on the client side. In [9, 
10] another method is suggested for privacy preserving on a 
centralised recommender systems by adding uncertainty to the 
data by using a randomised perturbation technique while 
attempting to make sure that the necessary statistical 
aggregates such as the mean do not greatly get disturbed. 
Hence, the server has no knowledge about the true values of 
the individual rating profiles for each user. They demonstrate 
that this method does not essentially decrease the accuracy 
obtained in the results. But recent research work [11, 12] 
pointed out that these techniques do not provide levels of 
privacy as was previously thought. In [12], it is pointed out 
that arbitrary randomisation is not safe because it is easy to 
breach the privacy protection it offers. They proposed random 
matrix based spectral filtering techniques to recover the 
original data from the perturbed data. Their experiments 
revealed that in many cases, random perturbation techniques 
preserve very little privacy. Similar limitations were detailed 
in [11]. Storing user’s rating profiles on their own side and 
running the recommender system in a distributed manner 
without relying on any server is another approach proposed in 
[13], where the authors proposed only transmitting similarity 
measures over the network and keeping users’ rating profiles 
secret on their side to preserve privacy. Although this method 
eliminates the main source of threat against user’s privacy, it 
requires higher cooperation among the users to generate useful 
recommendations. The work in [14] stated that existing 
similarities are deemed useless as traditional user profiles are 
sparse and insufficient. Recommender systems need new ways 
to calculate user similarities. They utilise interpersonal 
trustworthiness to describe the relationship between two users. 
The authors in [15] show the correlation between similarity 
and trust and how it can elevate movie recommendation 
accuracy. 

In this work, EMCP preserves the privacy of user rating 
profile form of the attack model presented in [16]. The attack 
model for data obfuscation is different from the attack model 
for encryption-based techniques, but no common standard has 
been implemented for data obfuscation. Existing attack 
models have primarily considered a case where the attacker 
correlates obfuscated data with data from other publicly-
accessible databases in order to reveal the sensitive 
information. But the attack model presented in [16] considers 
a case where the attacker colludes with some users in the 
network to obtain some partial information about the process 
used to obfuscate the data and/or some of the original data 
items themselves. The attacker can then use this partial 
information to attempt to reverse engineer the entire dataset.  

III. PRIVATE RECOMMENDER SERVICE FOR IPTV NETWORK 

SCENIRO 

We extend the scenario proposed in [17-21], where a 
private recommender service (PRS) is implemented as an 
external third party server and users give their rating profiles 
to that server in order to receive recommendations. The basic 
idea for a recommendation based on EMCP is as follows: 
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upon receiving a request from the target user, a group of 
participants is formed that is managed by an elected super-
peer. Each participant obfuscates his ratings profile using a 
multi-level obfuscation mechanism provided by EMCP, such 
that each profile is obfuscated based on the estimated trust 
level with the target user, furthermore this step prevents the 
super-peers from knowing each participant’s raw ratings. The 
super-peer collects these obfuscated rating profiles and 
computes an aggregation on it, which does not expose the 
individual ratings. Next, the aggregated data is encapsulated 
using double encryption and submitted to PRS to predicate 
ratings for recommended items that will be offered in the end 
to the target-user. The collaborative filtering task at PRS will 
be reduced to computing additions on aggregated data without 
exposing the raw data. 

 

Figure 1: IPTV Network with Third Party Private Recommender Service  

We do not assume the PRS to be completely malicious. 
This is a realistic assumption because PRS needs to 
accomplish some business goals and increase its revenue. 
Intuitively, the system privacy is high if PRS is not able to 
reconstruct the real ratings for users based on the information 
available to it. Figure (1) shows the architecture of our 
approach. Our solution relies on the hierarchical topology 
proposed in [22]; where participants are organised into peer-
groups managed by super-peers. Electing super-peers is based 
on negotiation between the participants and security authority 
centre. The security authority centre (SAC) is a trusted third 
party responsible for generating certificates for both the target-
user and mediator, and managing these certificates. In addition, 
SAC is responsible for making an assessment on those super-
peers according to the participants’ reports, and periodically 
updating the reputation of these super-peers. The reputation 
mechanisms are employed to elect suitable super-peers based 
on estimating values for user-satisfaction, trust level, 
processing capabilities and available bandwidth, further detail 
and information on complex reputation mechanisms can be 
found in [23]. When a problem with a specific super-peer 
occurs during the recommendation process, a participant can 

report it to SAC. After investigation, the assessment of the 
super-peer will be degraded. This will limit the chance for 
electing it as a super-peer in the future. On the other hand, 
successful recommendation processes will help upgrade the 
super-peer’s reputation. An IPTV provider can offer certain 
benefits (like free content, prizes, etc.) for those participants 
who have a sustained success rate as a super-peer. 

Our solution depends upon the set top box (STB) device at 
the user side. STB is an electronic appliance that connects to 
both the network and the home television. With the 
advancement of data storage technology each STB is equipped 
with mass storage, e.g. Cisco STB. EMCP components are 
hosted on STB; Moreover STB storage stores the user rating 
profile. On the other hand, PRS maintains a centralised rating 
database that is used to provide recommendations when the 
number of participants falls below a certain threshold. PRS is 
the third-party entity recruited by the IPTV network provider 
to operate recommendations by consolidating the information 
received from multiple sources. We alleviate the user’s 
identity problems by using anonymous pseudonym identities 
for participants. 

IV. PROPOSED SOLUTION 

In the beginning, if we want to introduce the notions of 
privacy and trust within our framework, we need to confirm 
what we mean by privacy and trust first. To define privacy and 
trust in our terms, we first approach the notion of privacy in 
following terms: ―A target user who wants recommendations 
in a network of users, does not has to reveal raw ratings in 
his/her profile during the recommendations process, and other 
users in the network cannot learn any ratings in his/her raw 
profile‖. While in the context of this paper, trust is interpreted 
as ―a user’s expectation of another user’s competency in 
providing ratings to reduce its uncertainty in predicating new 
items’ ratings [24]‖. In our framework, the notion of privacy 
surrounding the disclosure of users’ rating profiles and the 
protection of trust computation between different users are 
together the backbone of our solution. We apply a multi-level 
obfuscation mechanism that produces different copies of a 
participant’s rating profile based on the different trust levels of 
the target users. The trust value is computed locally using trust 
engine over obfuscated users’ rating profiles, and then 
recommendations are served using secure multi-party 
computation protocol. Utilising trust heuristic as input for both 
group formation and multi-level obfuscation has been of great 
importance in mitigating some of malicious insider attacks 
such as infesting the trust computation results. As future work, 
we plan to investigate miscellaneous insider attacks and 
strengthen our framework against them. 

In the next sub-sections, we will present our proposed 
middleware for protecting the privacy of users’ rating profiles.  

 

Figure 2: EMCP Components 
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Figure (2) illustrates the EMCP components running in the 
user’s STB. EMCP consists of different co-operative agents. A 
learning agent captures user ratings about items explicitly or 
implicitly to build a rating database and meta-data database. 
The local obfuscation agent implements a multi-level 
obfuscation mechanism to achieve user privacy while sharing 
his/her rating profile with super-peers or PRS. The encryption 
agent is only invoked if the user is acting as a super-peer in the 
recommendation process; it executes SR protocol on the 
collected rating profiles. These mechanisms act as wrappers 
that obfuscate items’ ratings before they are shared with any 
external entity. Since the database is dynamic in nature, the 
local obfuscation agent periodically desensitises the updated 
data, and then a synchronised agent forwards it to the PRS 
following owner permission. Thus recommendations can be 
made on the most recent ratings.  

The recommendation process in our solution operates as 
follows:  

1. The learning agent collects the user’s ratings about different 
items which represent his profile. The local profile is stored 
on two databases, the first one is the rating database that 
contains (item_id, rating) and the second is the meta-data 
database that contains the feature vector for each item [25] 
(item_id, feature1, feature2, feature3). The feature vector 
can include genres, directors, actors and so on. Both 
implicit and explicit ways for information collection [26] 
are used to construct these two databases and maintain 
them. Clustering of the user’s profile [27] is an extra step 
done by the learning agent to reduce response time for 
different recommendation requests. 

2. As stated in [18], the target user broadcasts a message to 
other users in the IPTV network to request 
recommendations for a specific genre or category of items. 
Then he uses a local obfuscation agent to sanitise the rest of 
the items’ ratings in the local profile. In order to hide the 
item identifiers and meta-data from other participants, the 
manging agent uses locality-sensitive hashing (LSH) [28] 
to hash these values. One interesting property for LSH is 
that similar items will be hashed to the same value with 
high probability. Super-peers and PRS are still able to 
perform computation on the hashed items using appropriate 
distance metrics like hamming distance or dice coefficient. 
Finally, the target user dispatches these obfuscated items’ 
ratings along with their associated hashed values to the 
individual users who have decided to participate in the 
recommendation process. These ratings are used in the 
computation of trust levels at the participant side.  

3. Each group of participants negotiates with SAC to select a 
peer with the highest reputation as a ―super-peer‖, who will 
act as a communication gateway between the target user 
and the participants in its underlying peer group. 

4. The preparation phase of SR protocols starts such that the 
target user and super-peers need to independently generate 
a cryptographic key. One of the super-peers will act as a 
mediator that has to generate an encryption key     then 
broadcast it to the target user and all super-peers. The target 
user initiates the process by sending his encryption key 

    (    ) to the mediator; the mediator in turn decrypts 

the received value to obtain    . Both parties exchange 
their encryption keys while their decryption keys are kept 
private and are not shared with the other participants. Next, 
the mediator broadcasts     to all super-peers. At the end 

of this phase, all super-peers hold the two encryption keys 
that will be used to doubly encrypt the aggregated ratings in 
the next phase. The target-user doubly encrypts his/her 
mean rating over the rated items with his/her encryption 
key and the mediator key. Then, he/she submits the 
encrypted value to PRS. 

5. The process of calculating interpersonal trust with the target 
user is done in a decentralised fashion using the entropy 
definition proposed in [24] at each participant side. The 
entropy value becomes lower as the users’ ratings are more 
consistent, which is similar to the definition of trust 

previously stated.     
  .      

/  is the estimated trust 

between the target user ua and participant    
, it is 

computed privately using the following steps: 

i. Each participant     
    

 determines a subset of his/her 

items’ ratings that will be required for recommendation 
process. Then the participant utilises shared items rated 
by both of them       

 for the trust computation. 

Determining shared rated items is done by matching 
the received items’ hash values from target user ua with 
his/her local items’ hash values. 

ii. Participant    
 invokes the trust engine to compute the 

trust level using 

equation  .      
/  
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Equation (1) is an adapted formalisation of trust as 
proposed in [24], where Z denotes the number of states 
of rated values, and N is the total number of rating 
times. For example, if Z=6 and N=20 this means that 
20 ratings are made with 1 to 6 integer valued scores. 
Employing entropy to select trustworthy neighbours 
achieves an improvement in the group formation and 
rating predication. Enhancement in rating predication 
is stemmed from trust propagation, so if       is 

selected as a trustworthy user and he/she does not have 
ratings for the item to be predicted, a trustworthy user 
      of user       can also be used for the 

predication.  

iii. Each participant     
    

 sends his/her calculated trust 

value to the super-peer. The estimated trust values are 
forwarded to both the super-peers and PRS. 

6. Each participant     
    

 uses their local obfuscation agent 

to perform a multi-level obfuscation on the items’ ratings 
that are required in the recommendation process. Moreover 
the managing agent hashes their identifiers and meta-data 
using LSH. The level of obfuscation is determined using 
the trust level with the target user, and then participants 
submit their locally obfuscated profiles to the super-peer of 
their group. Secure routing protocols [29] can be utilised to 
hide the network identities of group members when 
submitting their locally obfuscated profiles to the super-
peers. 

7. Upon receiving the obfuscated profiles from the 
participants, each super-peer filters the profiles received 
based on the trust level of their owners, such that 
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 .      
/    where   is a minimum trust threshold value 

defined by the target user. Then, each super-peer collects 
the participants’ pseudonyms and aggregates group profiles 
such that all the <hashed value, rating> elements belonging 
to similar items are clustered together. This allows the 
computing of the item’s popularity curve at each super-
peer. The super-peer can seamlessly interact with the PRS 
by posing as an end-user and has a group profile as his own 

profile. Each super-peer     
      calculates the following 

intermediate values for each user in the N-neighbourhood 
of target user     

    
           (  ) ,  

Then                  ̃      
      ̅ 

      
 ̂  

 .      
/     

  ̃

 .      
/

          (2) 

Where      
   is the rating value of participant    

 for 

item  .   ̅  is the average rating for item   in each items’ 

cluster. Next, each super-peer performs a double encryption 

on the intermediate ratings       
 ̂  of each participant using 

the encryption key of the target user     and mediator 

    (encryption phase). Finally, the super-peer submits 

these ratings along with their associated hashed values to 

PRS, which in turn collects them to produce final referrals.  

8. Upon receiving the doubly encrypted ratings 

    
     

     (    .      
 ̂/)  from all super-peers, PRS 

stores them along with their participants’ pseudonyms and 
hashed values in the centralised rating database. The 
recommendation phase is performed using the additive 
homomorphic property of the Paillier encryption as the 
required computations are additions. Thus, PRS executes an 
additive operation on the doubly encrypted rating profiles 
without decrypting them so the private data of multiple 
super-peers can be preserved during the computation. 
Calculating the predicted rating for referrals is done as 
shown in equation (3): 

           .    (   
̅̅ ̅̅ )/  (∏     (    .      

 ̂/)
 

   
) 

     (    (   
̅̅ ̅̅  .∑       

 ̂ 
   /))                      (3) 

Notice that the result will be equal to the weighted sum of 
the participants’ rating plus the average rating of the target 
user    

. PRS uses the reblinding property of the Paillier 

encryption to prevent the mediator from obtaining any 
knowledge of       values before sending them back to the 

target user by trying a few possible values. 

9. PRS forwards the doubly encrypted referrals list along with 
their predicated ratings to the mediator that in turn decrypts 
it and forwards the output to the target user. The target-user 
in turn decrypts the list to obtain the final output because 
he/she holds the final decryption key. Optionally, the 
target-user publishes the final list to other participants in 
the recommendation process. Finally, each participant 
reports their score about the elected super-peer of his group 
and target-user to SAC, which helps determine the 
reputation of each entity involved in the referral’s 
generation.  

V. PROPOSED TWO-STAGE CONCEALMENT PROCESS 

In the next subsections, we present a two-stage 
concealment process used in EMCP to disguise the user rating 
profile in a way that secure the user’s ratings in the untrusted 
PRS with minimum loss of accuracy. In our framework, each 
user has two datasets representing his/her profile. A local 
profile: represents the actual ratings of the user for different 
items; it is stored on his STB. Each user disguises this local 
profile before sending it to super-peer. A centralised profile: 
this is the output of the two-stage concealment process where 
the user gets recommendation directly from the PRS based on 
previously collected profiles. We perform experiments on real 
datasets to illustrate the applicability of our mechanisms and 
the privacy and accuracy levels achieved by using them.  

A. Cryptigrpahy Tools 

We employ a homomorphic encryption scheme to preserve 
the privacy of ratings collected by super-peers. Moreover, 
homomorphic encryption possesses specific properties that 
permit the computation of linear combinations of encrypted 
data without need for prior decryption. Formally, an 
encryption schema    ( )  denotes the encryption function 

with encryption key    and    ( ) denoted by the decryption 
function with decryption key    . Additive homomorphic 
cryptosystem possess the following properties: 

1. Given the encryption of plaintexts    and    ,    (  ) 

and    (  ). The sum       can be directly computed 

as    (     )     (  )     (  )  

2. Given a constant   and the encryption of    ,    (  ). 

The multiplication of   with the plaintext    can be 

directly computed as    (    )=    (  )
 . 

In designing SR protocol we used the Paillier cryptosystem 
as it provides strong security due to the use of randomised 
encryption, so an adversary cannot even see whether two 
encryptions correspond to the same text. We will briefly 
present the Paillier cryptosystem, however a more detailed 
description can be found in [30]. 

Key Generation 
In this step, two large primes   and   are chosen randomly 

where     and      . The encryption key    is set to   
where       , and the decryption key    is set to  (   ) 
where      (       )   
Encryption 

Given   ,      
 is a generator whose order divides   , 

plaintext   and a random number    ,        - . The 
encryption of the message     :   ( )             . 

For any encrypted message, a different encryption can be 
computed by multiplying it with a random blinding factor   . 
Decryption 

Given  , the cipher-text       ( ), and the decryption 

is as follows   
(        )  

 
    where     is the inverse of 

  in module    

B. Local Obfuscation using Clustering Transformation 

Algorithm (CTA) 

We propose a novel algorithm for obfuscating the user 
rating profile before sending it to the super-peer. This 
algorithm is called CTA, which has been designed especially 
for the sparse data problem we have here. Moreover the 
algorithm permits multi-level obfuscation based on trust level. 
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We noted that the available anonymisation algorithms increase 
data distortion, as they perform single obfuscation levels for 
all participants and release one obfuscated copy for all of them, 
and as a result an inaccurate recommendation model could be 
constructed. Maintaining utility and privacy for profiles seem 
to be contradictory goals. CTA partitions the user profile into 
smaller clusters and then pre-process each cluster such that the 
distances inside the same cluster will be maintained in its 
obfuscated version. We use the local learning analysis (LLA) 
clustering method proposed in [31] to partition the dataset. 
After completing the partitioning, we embed each cluster into 
a random dimension space so the sensitive ratings will be 
protected. Then the resulting cluster will be rotated randomly. 
In such a way, CTA obfuscates the data inside the user profile 
while preserving the distances between the data points to 
provide accurate results when performing recommendations. 
The output of our obfuscation algorithm should satisfy two 
requirements: 

 Reconstructing the original profile from the obfuscated 
profile should be difficult, in order to preserve privacy. 

 Preserving the distances of the data to achieve accurate 
results for the recommendations. 

Our algorithm consists of the following steps: 

1. The user ratings is stored in STB as dataset   consisting of 
  rows, where each row is a sequence of   attributes 
where                  . 

2. The dataset   is portioned vertically into              
subsets of length  , if     is not perfectly divisible then 
CTA randomly selects attributes already assigned to any 
subset and joins them to the attributes of the incomplete 
subsets. 

3. Cluster each subset      
    Using LLA algorithm, which 

results in   clusters                    for each subset. 

Note that LLA uses the Gaussian influence function as the 
similarity measure. The influence function between two 
data point    and   

 
is given by:  

      
  (  )   

 
 .     /

 

              (4) 

The field function for a candidate core-point selection is 
given by: 

      
 (  )  ∑  

 
 .      /

 

    
     (5) 

So every point in the original dataset   falls exactly into 
one cluster. The aim of this step is to increase the privacy 
level of the transformation process and make reconstruction 
attacks difficult.   

4. CTA generates two sets for each cluster      
     in the 

subset    these are    and    .Where    is the set of points 

with the highest values for the field function and     are the 

rest of points in    . For each point        constructs a 

weighted graph   that contains its k-nearest neighbours in 

   , each edge      has a weight equal to       
   (   ). 

5. Estimate the geodesic distances by computing the shortest 
distance between the two points in graph   using Dijkstra 

or Floyd algorithms, and then build a distance matrix    
 

{       
  (  )}.  

6. Based on     
,we find a d-dim embedding space    

  using 

classical MDS [32] as follows: 

 Calculate the matrix of squared distances      

  and 

the centring matrix       ⁄     

 The characteristic vectors are chosen to minimise 

  ‖ (   
)   (  )‖  , where  (  ) is the distance 

matrix for the d-dim embedding space, and   converts 
distances to inner products         . 

 Trust level values are divided into a number of 
intervals defined by the user, such that each interval is 
associated with a d-dim value. CTA chooses a value for 
d-dim according to the trust level associated with the 
target user. 

7. For each cluster     
     

    
 , CTA randomly selects two 

attributes   and    to perform rotation perturbation on the 
selected attributes  (     )  using the transformation 

matrix   
  setup by the user for each cluster, using a range 

of angles defined in advance by the user. 
8. Repeating steps 4–7 for all clusters in     

    to obtain the 

obfuscated portion    
 . Finally, the obfuscated dataset is 

obtained by        
   

 . 

C. Secure Recommendation Protocol (SR) 

We proposed a protocol that enables PRS to calculate 
predicted ratings from the doubly encrypted profiles. We 
called this protocol the secure recommendation protocol (SR). 
SR consists of three phases: preparation phase, encryption 
phase and recommendation phase, as stated in section IV. 
Employing a multi-level obfuscation mechanism on local 
profiles based on the estimated trust level with target-user 
ensures the participants’ privacy as only the local profile 
leaves the participant’s device desensitised. Obfuscating local 
profiles permits super-peers to perform intermediate 
computation on their obfuscated shares of ratings without need 
for extra SMC protocols or large encryption keys. Moreover, 
obfuscation requires lees computational and communication 
resources than required for encryption. The final 
recommendation phase is carried out in the form of the secure 
addition of encrypted ratings profile received from super-peers. 

1. Preparation phase: generation of cryptographic key pair 
by mediator and target user 
For mediator  

Generate encryption key     
Broadcast     to all super-peers and target user 
Broadcast     to all super-peers 

End for 
For Target-user  

Generate encryption key     

Send     (    ) to mediator 

End for 

2. Encryption phase: Each super-peer encrypts his/her 
aggregated ratings profile with both encryption keys 
For each participant     

     
 do 

Extracts his/her rating for requested item     
   

Calculates the trust level with target user  .      
/ 

Perform multi-level obfuscation on   
     

   

Send     
   ,  .      

/ to the super-peer in his group 

End for 

For each super-peer     
      do 
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Calculates       
 ̂  

 .      
/     

 ̃

 .      
/

 

Send       
   ̂     (    .      

 ̂ /) to PRS 

End for 

3. Recommendation phase: PRS generates referrals by 
accumulating the received shares in order to obtain a 
predicated rating for each referred item. Detailed steps 
can be stated as follows: 

PRS receives       
 
  ̂        

 
  ̂        

 
  ̂       

 
  ̂         

 
 ̂  

such that      
 
 ̂  is the doubly encrypted rating for item 

  *     + by user    
.     

    
   .      

/   / from 

super-peer    (     
      )  

For each item          do 

PRS Calculates     
             .    (   

̅̅ ̅̅ )/  

.∏     (    .      
 ̂/) 

   /     
    

 

End for 

PRS sends the list of items and their predicated ratings 

{(           ) (           )  (           )}  to the 

mediator. Next, the mediator will decrypt the received list 

and sends it to the target user. The target-user is able to 

find the final output because it holds the final decryption 

key. The target user filters out the received list on his 

device by removing items with a low predicated rating 

and items already viewed. 

VI. PROOF OF SECURITY AND CORRECTNESS 

The proof of security for SR protocol depends on how 
much information is leaked during the execution of the 
recommendation phase. At the same time, our SR protocol 
should output accurate results. 

Theorem 1: additive operation performed by PRS in SR 
protocol is correct and accurate without the need of decryption 
keys. 

Proof: based on the first property of additive 
homomorphic cryptosystem, we can determine that additive 
operations for doubly encrypted data are correct as follows: 
given the encryptions     (  )    and     (  )     

where           , given encryption key     

     .     (  )/       .    (  )/        =

    ( )      ( )  (    
 ) (    

 )        

    (    )
              (    (     ) )        

Based on that, the PRS does not require any decryption key in 
order to aggregate all encrypted data.  

Theorem 2: SR protocol computes predicated ratings for 
each referred item based on similar user ratings without 
revealing extra information to any party. 

Proof: Since each participant obfuscates items’ ratings and 
hashes their meta-data prior to submitting them to the super-
peer. Moreover, each super-peer encrypts the aggregated 
profiles with the encryption keys of the target user and 
mediator. No single party is able to decrypt the encrypted 
profiles. In our two-stage concealment process, the super-peer 
aggregates all obfuscated profiles then performs intermediate-
computations on the obfuscated ratings for each item without 
having to know their real ratings. No party can see the extra 

information during the execution of the SR protocol, except 
the target user at the end of the protocol. As for participants, 
they participate in the recommendation process without 
knowing other participants’ identity, since not all the 
participants have the same super-peer nor do they have direct 
communication with each other. The local profile is secured 
and can only be viewed by its owner before applying the 
multi-level obfuscation mechanism. In addition, employing 
reputation techniques to select super-peers with a high success 
rate in previous recommendation processes ensures the 
selection of reliable peers that will perform the required 
phases. PRS cannot see the received profiles as none of the 
decryption keys are known. Furthermore, the decryption 
process requires both decryption keys stored at the target-user 
and mediator. After PRS generates the final referrals list, PRS 
submits it to the mediator which in turn perform the first 
decryption process. After the first decryption, the mediator is 
not able to see the final result because the final decryption key 
is held by the target user.   

 Theorem 3: Assuming that all parties follow the protocol, 
SR protocol can correctly compute the predicated rating for 
each referred item. 

Proof: When each super-peer encrypts his aggregated 

profiles with both encryption keys     (    .      
 ̂/). PRS 

performs the additive operation on doubly encrypted profiles 
based on Paillier’s homomorphic cryptosystem as follows: 

           .    (   
̅̅ ̅̅ )/

 (    .    (    ̂)/      .    (    ̂)/

     .    (    ̂)/   

     (    .      ̂
/)) 

          (    (   
̅̅ ̅̅  (∑       

 ̂
 

   
))) 

           .    (   
̅̅ ̅̅ )/  .∏     (    .      

 ̂/) 
   /       (6) 

After the first decryption by the mediator, we have 

          (   
̅̅ ̅̅ )  .∏     .      

 ̂/ 
   /                   (7) 

When the target-user performs the final decryption, he will 
obtain the final predicated rating as in equation (8) 

         
̅̅ ̅̅  .∏       

 ̂
 
   /                                          (8) 

So the result from SR protocol is correct. 

VII. EXPERIMENTS 

In this section, we describe the implementation of our 
proposed solution. The experiments are run on an Intel

®
 Core 

2 Duo™ 2.4 GHz processor with 2 GB Ram. We used 
MySQL as data storage. The proposed two-stage concealment 
process is implemented in C++. We used a message passing 
interface (MPI) for the distributed memory implementation of 
the SR protocol to mimic a distributed reliable network of 
peers. The experiments presented here were conducted using 
the Jester dataset provided by Goldberg from UC Berkley [33]. 
The dataset contains 4.1 million ratings on jokes using a real 
value between (-10 and +10) of 100 jokes from 73,412 users. 
The data in our experiments consists of ratings for 36 or more 
items by 23,500 users. We evaluated the proposed solution 
from two different aspects: privacy achieved and accuracy of 
results. We used the mean absolute error (MAE) metric 
proposed in [34]. MAE is one of most famous metrics for 
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recommendation quality. We can define it as follows: given a 
user predicated ratings set   *            +  and the 
corresponding real ratings set  *            +, MAE is: 

    
∑        

 
   

 
⁄              (9) 

MAE measures the predication verity between the predicated 
ratings and the real ratings, so a smaller MAE means better 
recommendations provided by PRS. To measure the privacy or 
distortion level achieved using our mechanism, we used the 
variation of information metric VI [35] to estimate data error. 
VI is: 

    ( )   ( )    (   )          (10) 

Here  ( )  is entropy of     and  (   )  is the mutual 
information between        . A higher value of VI means a 
larger distortion between the obfuscated and original dataset, 
which means a higher level of privacy. 

The experiments involve dividing the data set into a 
training set and testing set. The training set is obfuscated then 
used as a database for PRS. Each rating record in the testing 
set is divided into rated items    and unrated items   . The set   
is presented to the PRS for making predication   for the 
unrated items  . For the representation process of the trust 
calculation, we add the default value 0 for items not rated. In 
our dataset, the first column in the raw data store how many 
items are rated by the user, which is necessary for the trust 
estimation process. We fix the number of super-peers to 3, as 
described earlier they will be responsible for aggregating the 
data of 23,496 participants. We assume the trust level for all 
participants to be above the minimum trust threshold   that is 
required for the inclusion in the prediction process. The 
recommendation process can be initiated by any user that will 
act as the target-user for the referrals list. The trust level 
between participants and target-user is calculated locally on 
their STB devices.  

We used our SR protocol to predict referred items’ ratings 
based on the weighted ratings for each participant. First we 
want to measure the encryption performance in SR, so we 
collect all 23,496 records on one super-peer and doubly 
encrypt the aggregated data with a different encryption key 
length of 128, 256, 512, 1024 and 2048 referring to figure (3). 
With 128 bits, the time elapsed by the encryption of 23,496 
records is about 3120 ms and 4230 for 256 bits, 5814 for 512 
bits 8164 ms for 1024 bits and 12,241ms for 2048 bits 
respectively. As we can see, this result presents an exponential 
cost in time while doubling the encryption key’s length.  

 

Figure 3: Encryption Time versus Key Length. 

 

Figure 4: Execution Time for Different Data Size 

In the second experiment, we vary the minimum trust 
threshold to obtain a different number of participants’ records 
in the recommendation process, then we run the SR protocol 
on these aggregated records in sizes of 7249, 10,572, 12,674, 
17,685, and 23,496. As shown in figure (4), we can see that 
both encryption time and transmission time grow linearly 
while we enlarge the data size. Moreover, we can see that the 
execution time is directly proportional to the data size, and 
transmission time dominates this increase in total cost of 
execution time. 

 

Figure 5: Accuracy of Recommendations for Obfucated Dataset using CTA 

To evaluate the accuracy of the CTA algorithm with respect to 
different number of dimensions in the rating profile, we 
control d-dim parameters of CTA to vary the number of 
dimensions during the evaluation. Figure (5) shows the 
performance of recommendations of locally obfuscated data, 
as shown in the accuracy of recommendations based on the 
fact that the obfuscated data is low when the dimension is low. 
But at a certain number of dimensions (500), the accuracy of 
the recommendations of the obfuscated data is nearly equal to 
the accuracy obtained by using the original data.  
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Figure 6: Privacy Levels for the Obfucated Dataset using CTA 

In the second experiment performed on the CTA algorithm, 
we examined the effect of d-dim on VI values. As shown in 
figure (6), VI values decrease with respect to the increase in d-
dim values for the rating profile. d-dim is the key element for 
privacy level where the smaller the d-dim value, the higher the 
VI values (privacy level) of CTA. However, clearly the highest 
privacy is at d-dim=100. There is a noticeable drop of VI 
values when we change d-dim from 300 to 600. A d-dim value 
of 400 is considered as a critical point for privacy. Note that 
the rotation transformation adds an extra privacy layer to the 
data and at the same time maintains the distance between data 
points to enable PRS to build accurate recommendation 
models.  

 

Figure 7: MAE Values with Different Percentage of Participants. 

In the final experiment, we want to measure the impact of 
varying the trust level and number of participants on the 
accuracy of the recommendations. We simulate a general case 
where the number of users was fixed at 23,496. Then we 
assign a different number of participants to a certain 
recommendation request, and gradually increase the 
percentage of users who joined the request from 10% to 100%. 
We fixed the trust level for the target user with the participants 
for each simulation (trust level has an impact on CTA 
parameters), then we measured the MAE for the results. As 
shown in figure (7), the MAE value occurs at approximately 
60% of the participants with high trust levels are close to the 
same MAE value for all users. Our conclusion is that a low 
percentage of participants employing multi-level obfuscation 
with ahigh trust level can obtain MAE values close to the 

original MAE value obtained from running the 
recommendation process for all users. As a result, the target 
user does not need to broadcast the request to the full IPTV 
network to obtain accurate results, but he can employ 
multicast for trusty users stored in his peer list to reduce the 
load on the network traffic. To illustrate the decrement of 
MAE values for predications based on diverse percentages of 
participants and trust levels, we calculated and plotted figure 
(7). This verifies our conclusion that in our case the MAE 
approximately converges to the MAE obtained using all the 
users. 

VIII. CONCLUSION AND FUTURE WOK 

In this paper, we presented our ongoing work on building 
an enhanced middleware for collaborative privacy in IPTV 
recommender services. We gave a brief overview of EMCP 
architecture, the recommendations process with application to 
IPTV. We presented a novel two-stage concealment process 
that provides complete privacy control to participants over 
their ratings profiles. The concealment process utilises 
hierarchical topology, where participants are organised into 
groups, from which super-peers are elected based on their 
reputation. Super-peers aggregate the results obtained from 
underlying participants and then encapsulate intermediate 
values computed on these aggregated data and then send them 
to PRS. A multi-level obfuscation mechanism is used in the 
course of participant data collection, while the SR protocol is 
used to protect the privacy of collaborative filtering by 
distributing the participants’ data between multiple super-
peers and only exchanging a subset of the aggregated ratings 
which is useful for the recommendations. We tested the 
performance of the proposed mechanisms on a real dataset. 
We evaluated how the overall accuracy of the 
recommendations depends on the number and trust level of 
participants. The experimental and analysis results show that 
privacy increases under the proposed middleware without 
hampering the accuracy of the recommendations. In particular, 
the mean absolute error can be reduced with proper tuning of 
the multi-level obfuscation parameters for a large number of 
participants. Moreover, utilising trust levels for multi-level 
obfuscation is an optimisation to maintain the utility of the 
rating profiles. Thus adding the proposed middleware does not 
severely affect the accuracy of the recommendations based on 
collaborative filtering techniques.  

We realised that there are many challenges in building a 
privacy enhanced middleware for a recommender service. As 
a result, we focused on middleware in a collaborative privacy 
scenario. A future research agenda will include utilising game 
theory to better formulate user groups, sequential profile 
release and its impact on privacy. We will consider reducing 
transmission time and the load on the network traffic by 
adding a secure filtering phase to the SR protocol that will 
allow PRS to exclude items with low predicated rating from 
the final referrals list. Furthermore it is intended to strengthen 
our middleware against shilling attacks, extend our scheme to 
be directed towards multi-dimensional trust propagation and 
distributed collaborative filtering techniques in a p2p 
environment. Moreover, we need to investigate weighted 
features vector methods and its impact on released ratings. 
Such that the participant not only obfuscates his items’ ratings 
based on the trust level of the target-user, but he can also 
express specific items to be diversely obfuscated with each 
trust level. We need to perform extensive experiments on 
other real datasets from the UCI repository and compare our 

Appendix B: Article VI

Page 206 of 388



 

ⓒ

performance with other techniques proposed in the literature. 
Finally, we need to consider different data partitioning 
techniques as well as identify potential threats and add some 
protocols to ensure the privacy of the data against those threats.  
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IPTV service providers are starting to realize the significant value of recommender services in 

attracting and satisfying customers as they offer added values e.g. by delivering suitable personalized 

contents according to customers personal interests in a seamless way, increase content sales and gain 

competitive advantage over other competitors. However the current implementations of recommender 

services are mostly centralized combined with collecting data from multiple users that cover personal 

preferences about different contents they watched or purchased. These profiles are stored at third-party 

providers that might be operating under different legal jurisdictions related to data privacy laws rather 

than the ones applied where the service is consumed. From privacy perspective, so far they are all based 

on either a trusted third party model or on some generalization model. In this work, we address the 

issue of maintaining users’ privacy when using third-party recommender services and introduce a 

framework for Private Recommender Service (PRS) based on Enhanced Middleware for Collaborative 

Privacy (EMCP) running at user side. In our framework, PRS uses platform for privacy preferences 

(P3P) policies for specifying their data usage practices. While EMCP allows the users to use P3P 

policies exchange language (APPEL) for specifying their privacy preferences for the data extracted 

from their profiles. Moreover, EMCP executes a two-stage concealment process on the extracted data 

which utilize trust mechanism to augment the recommendation’s accuracy and privacy. In such case, the 

users have a complete control over the privacy level of their profiles and they can submit their 

preferences in an obfuscated form without revealing any information about their data, the further 

computation of recommendation proceeds over the obfuscated data using secure multi-party 

computation protocol. We also provide an IPTV network scenario and experimentation results. Our 

results and analysis shows that our two-stage concealment process not only protect the users’ privacy, 

but also can maintain the recommendation accuracy. 

Povzetek: Članek obravnava priporočanje vsebin uporabnikom televizije IP, ki spoštuje uporabnikovo 

zasebnost. 

1 Introduction 
Internet Protocol Television (IPTV) is a video service 

providing IP broadcasts and video on demand (VOD) 

over a broadband IP content delivery network (CDN) 

specialized in video services. The IPTV user has access 

to myriads of video content spanning IP Broadcast and 

VOD [1]. In this context, it is difficult for them to find 

content that matches their preferences from the huge 

amount of video content available. In order to attract and 

satisfy these users, IPTV service providers employ 

recommendation services to increase their revenues and 

offer added value to their patrons. In the same time, 

Recommender services can improve the overall 

performance of the current IPTV network by building up 

an overlay to increase content availability, prioritization 

and distribution.  

Recommender service offers referrals to users by 

building up users’ profiles (explicit or implicit) based on 

their past ratings, behaviour, purchase history or 

demographic information. In the context of this work, a 

profile is a list comprises the video contents the user has 

watched or purchased combined with their meta-data 

extracted from the content provider (i.e. genres, directors, 

actors and so on) and the ratings the user gave to these 

contents. Maintaining the quality of offered referrals and 

quickly react to problems raised from merging data from 

different sources requires a lot of expertise, and not all 

IPTV providers have the ability to construct and interpret 

recommendation models. Therefore, there is a market for 

specialized firms on users’ profiles storage and analysis. 

But there are some challenges face this business model, 

such as security and privacy. Because collected data from 

users cover personal information about different contents 

they have watched or purchased and these profiles might 

be stored at third-party providers that might be operating 

under different legal jurisdictions related to data privacy 

laws rather than the ones applied where the service is 

consumed. This is a serious threat to individual privacy 

since this data can be used for unsolicited marketing, 
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government surveillance, profiling of users, misused, 

furthermore it can be sold by providers when they face 

bankruptcy. As a matter of fact, users are more likely 

willing to give more truthful preferences if privacy 

measurements are provided or if they assured that the 

data does not leave their personal devices until it is 

properly desensitised. 

The organization for economic co-operation and 

development (OECD) [2] formulated sets of principles 

for fair information practice that can be considered as the 

base for privacy laws. These principles allow the users to 

control the data they provide for recommender services 

operating at remote sites, they can be described as 

follows:   

1. Collection limitation: data collection and usage for a 

recommender service should be limited only to the 

data it requires to offer appropriate service. 

2. Data quality: data should be used only for the relevant 

purposes for which it is collected.  

3. Purpose specification: data controllers should specify 

up front how they are going to use data and users 

should be notified up front when a system will use it 

for any other purpose. 

4. Use limitation: data should not be used for purposes 

other than those disclosed under the purpose 

specification principle without user consent. 

5. Security safeguards: data should be protected with 

reasonable security safeguards (encryption, secure 

transmission channels, etc). 

6. Openness: the user should be up front notified when 

the data collection and usage practices started away. 

7. Individual participation: users should have the right to 

insert, update, and erase data in their profiles stored at 

data controllers. 

8. Accountability: data controllers are responsible for 

complying with the principles mentioned above. 

In this work, we present an enhanced middleware for 

collaborative privacy (EMCP) that allows creating 

reasonable referrals without breaching user privacy. 

EMCP employs a set of mechanisms to allow users to 

share their data among each other in the network to form 

a group to attain collaborative privacy. The users’ 

cooperation is needed not only to protect their privacy 

but also to allow the service to run properly. Highly 

reputable peers aggregate participants’ preferences then 

encrypt these collected profiles using homomorphic 

encryption in order to permit particular operations to be 

performed on encrypted data without need for prior 

decryption then they submit these profiles to PRS in 

order to produce referrals. The encrypted profiles hide 

the identities of participants, and thus hamper the ability 

for the untrusted PRS to invade users’ privacy by 

profiling or tracking them. However, participants cannot 

trust each other as well and hence the aggregation 

process should not expose their preferences. Hence, we 

proposed a trust based obfuscation mechanism, which 

designed especially to obfuscate items’ ratings before 

their submission to these highly reputable peers.  

This approach preserves the aggregates in the dataset 

to maximize the usability of information in order to 

accurately predicate ratings for items that have not 

consumed before by the group members.  In addition, 

EMCP employs interpersonal trust between users to 

enhance recommendation accuracy and preserve privacy. 

The enhancement in accuracy is achieved by employing 

trust based heuristics to propagate and spot users whom 

are trustworthy with respect to the target user. Moreover, 

trust based heuristics enhance privacy by transforming 

participants’ data in different ways based on different 

trust levels to hide the raw ratings. Thus, In contrast to a 

single obfuscation level scenario where only one 

obfuscated copy is released for all users using fixed 

parameters for the obfuscation mechanism, now multiple 

differently obfuscated copies of the same data is released 

for different requests with different trust levels. The 

more trusted the target-user is the less obfuscated copy 

he can access. These different copies can be generated in 

various fashions. They can be jointly generated at 

different times upon receiving new request from target 

user, or on demand fashion. The latter case gives users 

maximum flexibility.   

In rest of this work, we will generically refer to news 

programs, movies and video on demand contents as 

Items. This paper is organised as follows. In Section 2, 

related works are described. Section 3 presents the threat 

model assumed in this work .Section 4 introduces IPTV 

network scenario landing our private recommender 

service. The proposed solution based on EMCP is 

introduced in Section 5. In Section 6, the two-stage 

concealment process is described in details.  Proof of 

security and correctness for the two-stage concealment 

process is demonstrated in Section 7. In Section 8, the 

Results from some experiments on the proposed 

mechanisms are reported. Finally, the conclusions and 

recommendations for future work are given in Section 9. 

2 Related Works 
The majority of the existing recommender services are 

based on collaborative filtering techniques that build 

users’ profiles in two ways on ratings (explicit rating 

procedures) or on log archives (implicit rating 

procedures) [3]. These procedures lead to two different 

approaches for to collaborative filtering including the 

rating based approaches and log based approaches. The 

majority of the literature addresses the problem of 

privacy on collaborative filtering techniques, due to it 

being a potential source of leakage of private information 

shared by the users as shown in [4]. In [5] a theoretical 

framework is proposed to preserve the privacy of 

customers and the commercial interests of merchants. 

Their system is a hybrid recommender system that uses 

secure two party protocols and public key infrastructure 

to achieve the desired goals. In [6, 7] a privacy 

preserving approach is proposed based on peer to peer 

techniques using users’ communities, where the 

community will have a aggregate user profile 

representing the group as a whole but not individual 

users. Personal information will be encrypted and 

communication will be between individual users but not 

servers. Thus, the recommendations will be generated on 
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the client side. In [8, 9] another method is suggested for 

privacy preserving on centralized recommender systems 

by adding uncertainty to the data by using a randomized 

perturbation technique while attempting to make sure 

that the necessary statistical aggregates such as the mean 

do not greatly get disturbed. Hence, the server has no 

knowledge about the true values of the individual items’ 

ratings for each user. They demonstrate that this method 

does not essentially decrease the accuracy obtained in the 

results. But recent research work [10, 11] pointed out 

that these techniques do not provide levels of privacy as 

was previously thought. In [11] it is pointed out that 

arbitrary randomization is not safe because it is easy to 

breach the privacy protection it offers. They proposed 

random matrix based spectral filtering techniques to 

recover the original data from the perturbed data. Their 

experiments revealed that in many cases, random 

perturbation techniques preserve very little privacy. 

Storing users’ profiles on their own side and running the 

recommender system in a distributed manner without 

relying on any server is another approach proposed in 

[12], where the authors proposed only transmitting 

similarity measures over the network and keeping users’ 

profiles secret on their side to preserve privacy. Although 

this method eliminates the main source of threat against 

user’s privacy, it requires higher cooperation among the 

users to generate useful recommendations. The work in 

[13] stated that existing similarities are deemed useless 

as traditional user profiles are sparse and insufficient. 

Recommender systems need new ways to calculate user 

similarities. They utilize interpersonal trustworthiness to 

describe the relationship between two users. The authors 

in [14] show the correlation between similarity and trust 

and how it can elevate movie recommendation accuracy. 

3 Threat Model  
In this work, we assume that an adversary aims to collect 

users’ preferences in order to identify and track users. 

Thus, we consider our main adversary to be an untrusted 

PRS to which users send their preferences. We do not 

assume the PRS to be completely malicious. This is a 

realistic assumption because PRS needs to accomplish 

some business goals and increase its revenues. PRS can 

construct the profiles of the users based on the requests 

sent. Hence, the problem we are tackling has two sides; 

we want to detain the ability of the adversary to identify 

users based on a set of identifying interests and thus track 

them by correlating these data with data from other 

publicly-accessible databases and in the same time we 

want to prevent the adversary from profiling the users 

through their network identity and therefore invade their 

privacy. Intuitively, the system privacy is high if PRS is 

not able to reconstruct the real users’ preferences based 

on the information available to it. Other adversaries are 

malicious users trying to collect preferences information 

about others. Malicious users can eavesdrop and collect 

preferences while being aggregated. So, while hiding our 

identity from the recommender service, it should not be 

revealed to other users sniffing the network. 

4 Private Recommender Service for 

IPTV Network Scenario 
We extend the scenario proposed in [15-20], where a 

private recommender service (PRS) is implemented as an 

external third party server and users give their 

preferences to that server in order to receive referrals. 

EMCP preserves users’ privacy by utilizing three 

mechanisms: trust based obfuscation, aggregation and 

threshold encryption. The basic idea for a 

recommendation based on EMCP is that the user who 

needs recommendation will form a group with other 

participants in the IPTV network who decided to join his 

recommendation process. Then, the group members elect 

highly reputable peers (that we call super-peer) to 

aggregate their preferences they are willing to share into 

profiles. The super-peers will cooperate to achieve 

privacy by encrypting collected profiles using threshold 

homomorphic encryption in order to permit particular 

operations to be performed on encrypted data without 

need for prior decryption and then submit these 

aggregates to PRS in order to produce referrals. The 

encrypted profiles hide the identities of the participants, 

and thus hamper the ability for the untrusted PRS to 

profile and track users that invade their privacy. 

However, participants cannot trust each other as well and 

hence the aggregation process should not expose their 

preferences. Hence, we proposed a trust based 

obfuscation mechanism to obfuscate preferences prior 

submission to super-peers.  

Our solution relies on a two stage concealment 

process, the first stage is trust based obfuscation and it 

takes place at participant side to hide extracted 

preferences prior their submission to super-peers. Then 

the second stage is threshold homomorphic encryption 

and it takes place at super-peers to hide collected profiles 

prior their submission to PRS. The overall process might 

be described as follows: upon receiving a request from 

the target user, a group of participants is formed that is 

managed by an elected super-peer. Super-peers negotiate 

with both the target user and PRS to express their privacy 

practices for the data collection and usage via P3P 

policies which are XML statements that answers 

questions concerning purpose of collection, the recipients 

of these profiles, and the retention policy. After receiving 

P3P policy& request, EMCP ensures that the extracted 

preferences for specific request do not violate the privacy 

of its host by checking whether there is an APPEL 

privacy preference corresponding to that given P3P 

policy, and then it starts collecting preferences that fulfil 

the request and in the same time satisfies the extracted 

APPEL preferences. The extracted items’ ratings are 

obfuscated using a trust based obfuscation mechanism 

provided by EMCP, such that each item’s rating is 

obfuscated based on the privacy preferences of its owner 

and estimated trust level with the target user. 

Furthermore, items identifiers and meta-data are hashed 

using locality-sensitive hashing. This step prevents the 

super-peers from knowing each participant’s raw ratings 

for different items identifiers. The super-peer collects 
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these obfuscated preferences and computes an 

aggregation on them, which does not expose individual 

ratings. Next, the collected profiles are encapsulated 

using threshold encryption and submitted to PRS to 

predicate ratings for the referred items that did not 

consumed before and will be offered in the end to the 

target-user and participants. The collaborative filtering 

task at PRS will be reduced to computing addition on 

aggregated ratings without exposing the raw ratings. 

Therefore, our solution ensures privacy in the relation 

between the participants and PRS and in between the 

participants themselves. In the following section we will 

describe some enhancements attained using EMCP: 

1. Usage of Pseudonymous for the Profiles: The real 

user’s identity is not always required to provide 

referrals. Users can be identified by anonymous 

pseudonyms or nicknames, so that the binding of 

nickname and the real life identity is not always 

manifested. 

2. User Private Data Store at the Client: Shifting from 

the approach of storing the user profiles in the server 

side to the one of storing the profiles on the clients’ 

STBs helps reducing the privacy concerns. One key 

aspect is keeping the profiles encrypted to avoid 

people having access to the client’s machine or 

malware that looks for user profiles. 

3. Request-Oriented Collection: Upon receiving a 

request from the target user, query rewriter and 

preference checker assures that learning agent 

extracts only the required preferences from user’s 

profile for a particular request the user is engaged in. 

The key point relies on knowing what kind of data is 

required for a given request that can contribute to 

improve the performance of the recommendation, 

because the recommender service does not provide 

recommendation based on one user’s full profile 

information (e.g.: other  users’ preferences might not 

be relevant to the request). Likewise, once a user 

completes a particular request, he/she may no longer 

be interested in receiving recommendations related 

to that request for a period. 

4. Communication through Anonymous Networks: 
internet records containing IPs, etc stored at service 

providers, contain information that permit the 

identification of user when submitting their 

obfuscated preferences to the node that requested 

recommendation. EMCP employ anonymous 

communication to hide the network identity for the 

participants by routing the submission of their 

obfuscated preferences through relaying nodes in an 

anonymous communication network before sending 

them to Super-peers. The main challenge for EMCP 

is to tune up and optimize the performance of the 

anonymous network while maintaining the user 

anonymity, we employed the path selection algorithm 

presented in [18] to enhances the anonymous 

network performance. Figure (1) shows the 

architecture of our approach. 

 

Figure 1: EMCP Middleware with Third Party Private 

Recommender Service. 

Our solution relies on the hierarchical topology proposed 

in [21]; per each request participants are organized into 

peer-groups managed by super-peers. Electing super-

peers is based on negotiation between the participants 

and security authority centre .The security authority 

centre (SAC) is a trusted third party responsible for 

making an assessment on those super-peers according to 

the participants’ reports and periodically updating the 

reputation of each super-peer based upon it. Reputation 

mechanisms are employed to elect suitable super-peers 

based on estimating values for user-satisfaction, trust 

level, processing capabilities and available bandwidth, 

further details and information on complex reputation 

mechanisms can be found in [22]. When a problem 

occurs with a specific super-peer during the 

recommendation process, a participant can report it to 

SAC. After investigation, the assessment of the super-

peer will be degraded. This will limit the chance for 

electing it as a super-peer in the future. On the other 

hand, successful recommendation processes will help 

upgrade the super-peer reputation. An IPTV provider can 

offer certain benefits (like free content, prizes,... etc) for 

those participants who have a sustained success rate as a 

super-peer. 

Our solution depends upon the set top box (STB) 

device at the user side. STB is an electronic appliance 

that connects to both the network and the home 

television. With the advancement of data storage 

technology each STB is equipped with mass storage, e.g. 

Cisco STB. EMCP components are hosted on STB; 

Moreover STB storage stores the user profile. On the 

other hand, PRS maintains a centralized rating database 

that is used to provide referrals if the number of 

participants in group fall below a certain threshold. PRS 

is the third-party entity recruited by the IPTV network 

provider to operate referrals by consolidating the 

information received from multiple sources. 
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5 Proposed Solution 
In the beginning, we want to introduce the notions of 

privacy and trust within our framework, we need to 

confirm what we mean by privacy and trust first. To 

define privacy and trust in our terms, we first approach 

the notion of privacy in following terms: ―A participant 

who wants to join recommendation request in a network 

of users, does not has to reveal raw ratings in his/her 

profile during the recommendation process and elected 

super-peers does not wish PRS to learn any raw ratings 

in the collected profiles they provide‖. While in the 

context of this paper, trust is interpreted as ―a user’s 

expectation of another user’s competency in providing 

ratings to reduce its uncertainty in predicating new items’ 

ratings [23]‖. In our framework, the notion of privacy 

surrounding the disclosure of users’ preferences and the 

protection of trust computation between different users 

are together the backbone of our solution. We apply a 

trust based obfuscation mechanism at participant side, 

which produces different copies of items’ ratings based 

on the various trust levels with target user. The trust 

computation is done locally over the obfuscated 

participant’s preferences, and then recommendation is 

served using secure multi-party computation protocol.  

Utilizing trust heuristic as input for both group formation 

and obfuscation process has been of great importance in 

mitigate some of malicious insider attacks such as 

infesting the trust computation results. As future work, 

we plan to investigate miscellaneous insider attacks and 

strengthen our framework against them. 

In the next sub-sections, we will present our 

proposed middleware for protecting the privacy of users’ 

preferences. Figure (2) illustrates the EMCP components 

running inside user’s STB. EMCP consists of different 

co-operative agents. A Learning agent captures user 

interests about miscellaneous items explicitly or 

implicitly to build a rating database and meta-data 

database. The local obfuscation agent implements a trust 

based obfuscation mechanism to achieve user privacy 

while sharing his/her preferences with super-peers or 

PRS. The encryption agent is only invoked if the user is 

acting as a super-peer in the recommendation process; it 

executes SR protocol on the collected profiles. These 

mechanisms act as wrappers that conceal preferences 

before they are shared with any external entity. Since the 

database is dynamic in nature, the local obfuscation 

agent periodically desensitizes the updated preferences, 

and then a synchronize agent forwards them to the PRS 

upon owner permissions. Thus recommendation can be 

made on the most recent ratings. Moreover, synchronize 

agent is responsible for calculating & storing 

parameterized paths in anonymous network that attain 

high throughput[18], which in turn can be used in 

submitting preferences anonymously. The policy agent is 

an entity in EMCP that has the ability to encode privacy 

preferences and privacy policies as XML statements 

depending on the host role in the recommendation 

process. Hence, if the host role as a ―super-peer‖, the 

policy agent will has the responsibility to encode data 

collection and data usage practices as P3P policies via 

XML statements which are answering questions 

concerning purpose of collection, the recipients of these 

profiles, and the retention policy. On the other hand, if 

the host role as a ―participant‖ policy agent acquires the 

user’s privacy preferences and express them using 

APPEL as a set of preferences rules which are then 

decomposed into set of elements that are stored in a 

database called ―privacy preferences‖ as tables called 

―privacy meta-data‖. These rules contain both a privacy 

policy and an action to be taken for such privacy policy, 

in such way this will enable the preference checker to 

make self-acting decisions on objects that are 

encountered during data collection process regarding 

different P3P policies (e.g.: privacy preferences could 

include: Certain categories of items should be excluded 

from data before submission, Expiration of purchase 

history, Usage of items that have been purchased with 

the business credit card and not with the private one, 

Generalize certain terms or names in user’s preferences 

according to defined taxonomy, Using synonyms for 

certain terms or names in user’s preferences , 

suppressing certain items from the extracted preferences 

and  insert dummy items that have same feature vector 

like the suppressed ones as described in [24], limiting the 

potentially output patterns from extracted preferences etc 

in order to prevent the disclosure of sensitive preferences 

in user’s profile). Query Rewriter rewrites the received 

request constrained by privacy preference for its host. 

 

Figure 2: EMCP Components. 

Figure (3) shows the participants interactions with super-

peers and PRS. The recommendation process in our 

solution operates as follows:  

1. The learning agent collects the user’s interest about 

different items which represent his profile. The local 

profile is stored on two databases, the first one is the 

rating database  that contains (item_id, rating) and the 

second is the meta-data database that contains the 

feature vector for each item [24] (item_id, feature1, 

feature2, feature3). The feature vector can include 

genres, directors, actors and so on. Both implicit and 

explicit ways for information collection [25] are used 

to construct these two databases and maintain them. 

2. As stated in [16], the target user broadcasts a message 

to other users in the IPTV network requesting 

recommendation for a specific genre or category of 

items. Thereafter, the target user selects a set of his 
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preferences to be used later in the computation of trust 

level at the participant side. So as to hide the items 

identifiers and meta-data from other participants, The 

local obfuscation agent uses locality-sensitive hashing 

(LSH) [26] to hash these values. One interesting 

property for LSH is that similar items will be hashed 

to the same value with high probability. Super-peers 

and PRS are still able to perform computation on the 

hashed values using appropriate distance metrics like 

hamming distance or dice coefficient. Simultaneously, 

local obfuscation agent sanitizes items’ ratings using 

trust based obfuscation. Finally, the target user 

dispatches these obfuscated items’ ratings along with 

their associated hashed values to the Individual users 

who have decided to participate in the 

recommendation process.  

3. Each group of participants negotiates with SAC to 

select a peer with the highest reputation as a ―super-

peer‖ which will act as a communication gateway 

between the PRS and the participants in its underlying 

group. 

4. Each super-peer negotiates with both the target user 

and PRS to express its privacy policies for the data 

collection and usage process via P3P policies which 

are XML statements that answers questions 

concerning purpose of collection, the recipients of 

these profiles, and the retention policy. Thereafter, 

super-peers engage in key distribution phase of the SR 

protocol, at the end of this phase each super-peer will 

possess a share of the decryption key along with the 

complete encryption key to encrypt the collected 

profiles. The encrypted profiles can only be decrypted 

only if any subset consisting of a threshold   of super-

peers cooperate. 

5. At the participant side, the manager agent receives the 

request from the target user along with the P3P policy 

form the elected super-peer; then it forwards P3P 

policy to preference checker and the request to query 

rewriter. The preference checker ensures that the 

extracted preferences for a specific request do not 

violate the privacy of its host by checking whether 

there is an APPEL preference corresponding to the 

given P3P policy and sends it to the query rewriter. 

The user’s preferences can be transferred or collected 

only if the purpose of statement for the collectors 

satisfies the privacy preferences. The query rewriter 

will have knowledge about privacy preferences related 

to current request via APPEL preference then it 

rewrites the received request constrained by the 

privacy preference for its host in order to only retrieve 

the preferences that the host agrees to share as well as 

prevent the disclosure of confidential preferences in 

the participant’s profile. This step enable the 

participant to decide when the recommendation takes 

place, which information should be collected and for 

which purpose. This step will ensure the privacy 

principles compliance and put the user in control the 

information that is part of their profiles. The modified 

request is directed to the learning agent to start 

collecting preferences that could satisfy the modified 

query. The manager agent ensures that the collected 

preferences compliance with the collection data 

principle, as only the required preferences for the 

particular request the user is engaged in, is extracted 

for the local obfuscation process.  

6. In the meanwhile, the trust agent calculates 

approximated interpersonal trust between its host and 

the target user based on the received preference. It is 

done in a decentralized fashion using the entropy 

definition proposed in [23] at each participant side. 

The entropy value becomes lower as the users’ ratings 

are more consistent, which is similar to the definition 

of trust previously stated.     
  .      

/ is the 

estimated trust between the target user ua and 

participant    
. the whole process can be described 

using the following steps: 

i. Each participant     
    

 determines a subset of 

his/her items’ ratings that will be required for 

recommendation process. Then the participant 

utilizes shared items rated by both of       
 for 

the trust computation.  Determining shared rated 

items is done by matching the received items’ 

hash values from target user ua with his/her local 

items’ hash values. 

ii. Participant    
computes the trust level using 

equation  .      
/  

       (  )        .  |   
/

       (  )
           ( ) 
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Equation (1) is an adapted formalization of trust 

as proposed in [23] where Z denotes the number 

of states of rated values and N is the total number 

of rating times. For example if Z=6 and N=20 

when 20 ratings are made with 1 to 6 integer 

valued scores. Employing entropy to select 

trustworthy neighbours achieves an improvement 

in the group formation and rating predication. The 

enhancement in rating predication is stemmed 

from trust propagation, so if       is selected as a 

trustworthy user and he/she does not have a rating 

for the item to be predicted, a trustworthy user 

      of user       can also be used for the 

predication.  

iii. Each participant     
    

 sends his/her calculated 

trust value to the super-peer. The Estimated trust 

values are forwarded to both the super-peers and 

PRS. 

iv. Each participant     
    

 sends this trust value to 

the local obfuscation agent to adjust the 

obfuscation level with trust level, in other words, 

we correlate the obfuscation level with different 

levels of trust, so the more trusted a target user is, 

the less obfuscated copy of users’ preference he 

can access. The local obfuscation agent executes 

enhanced value-substitution (EVS) algorithm on 

items’ ratings that are required in the 

recommendation process. Moreover the local 
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obfuscation agent hashes their identifiers and 

meta-data using LSH. The level of obfuscation is 

determined using the trust level with the target 

user, and then participants submit their 

obfuscated preferences to the super-peers of their 

group. Anonymous communication [18] utilized 

to hide the network identities of group members 

when submitting their obfuscated preferences to 

the super-peers. 

v. Finally, the policy agent audits the original and 

modified requests plus estimated trust level and 

P3P policy with previous requests; this step 

allows EMCP to prevent multiple requests that 

might extract sensitive preferences. In such a 

case, if the target user requests same data twice, 

its trust level will be reduced, in which will 

increase the level of the obfuscation in the 

extracted preferences. This step will cause 

extracted preferences appear as a completely 

different set of preferences to the target user. 

7. Upon receiving the obfuscated preferences from the 

participants, each super-peer filters the received 

preferences based on the trust level of their owners 

such that  .      
/    where   is a minimum trust 

threshold value defined by the target user or PRS. 

Then, each super-peer collects the participants’ 

pseudonyms and builds a group rating profile such 

that all the <hashed value, rating> elements belonging 

to similar items are grouped together. This allows the 

computing of the items popularity curve at each super-

peer. The super-peer can seamlessly interact with the 

PRS by posing as an end-user and has a group profile 

as his own profile. Each super-peer     
      

calculates the following intermediate values for each 

user in the N-neighbourhood of target user     
    

  

        (  ) ,  
Then                  ̃      

      ̅ 

      
 ̂  

 .      
/     

  ̃

 .      
/

          (2) 

Where     
   is the rating value of participant    

 for 

item  .   ̅  is the average rating for item   in each 

items’ cluster. Next, each super-peer encrypts theses 

intermediate ratings       
 ̂  using the encryption 

key   . Finally, the super-peer submits these ratings 

along with their associated hashed values to PRS, 

which in turn collects them to produce final referrals.  

8. Upon receiving the encrypted ratings 

    
     

    .      
 ̂ /  from all super-peers, PRS stores 

them along with their participants’ pseudonyms and 

hashed values in the centralized rating database. The 

rating predication phase is performed using the 

additive homomorphic property of the threshold 

paillier encryption as the required computations are 

additive. Thus, PRS executes an additive operation on 

the encrypted rating profiles without decrypting them 

so the private data of multiple super-peers can be 

preserved during the computation. Calculating the 

predicted rating for referrals done as shown in 

equation (3): 

          (   
̅̅ ̅̅ )  (∏    .      

 ̂/
 

   
) 

    (   
̅̅ ̅̅  .∑       

 ̂
 
   /)                      (3) 

Notice that the result will be equal to the weighted 

sum of the participants’ rating plus the average rating 

of the target user    
.Super-peers uses the reblinding 

property of the paillier encryption to prevent PRS and 

target user from obtaining any knowledge of        
 ̂ 

values by trying a few possible values. 

9. PRS forwards the encrypted referrals list along with 

their predicated ratings to super-peers which in turn 

perform threshold decryption on these results. The 

threshold decryption process requires that at least   of 

the super-peers are honest. Only when the required 

number of super-peers cooperates, they can perform 

decryption using their local share of the private key, 

and then they will be able to have the final referrals 

list for the entire group. Super-peers publish the final 

list to the target user and participants. Finally, each 

participant report scores about the elected super-peer 

of his group and target-user to SAC, which helps to 

determine reputation of each entity involved in 

referrals generation.  

 

Figure 3: Interaction Sequence Diagram. 

6 Proposed Two Stage Concealment 

Process 
In the next subsections, we present our two stage 

concealment process used in EMCP to disguise the user 

items’ ratings in way that secure the user’s preferences in 

the untrusted PRS with minimum loss of accuracy. In our 

framework, each user has two datasets representing 

his/her profile. A local profile: represents the actual 

ratings of the user for different items; it is stored on his 

STB. Each user disguises this local profile before 

sending it to super-peer. An encrypted centralized 
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profile: this is the output of the two-stage concealment 

process that stored at PRS, the user gets recommendation 

directly from the PRS based on the previously collected 

profiles. We perform experiments on real datasets to 

illustrate the applicability of our mechanisms and the 

privacy and accuracy levels achieved by using them.  

6.1 Cryptography Tools 

Using additively homomorphic cryptosystem permit the 

computation of linear combinations of encrypted data 

without need for prior decryption, such that PRS can 

combine received encrypted rating profiles into a new 

ciphertext that is the encryption of the sum of the ratings 

of the original ratings. Formally, an encryption schema 

   ( ) denotes the encryption function with encryption 

key    and    ( ) denotes the decryption function with 

decryption key    . Additive homomorphic cryptosystem 

possesses the following properties: 

1. Given the encryption of plaintexts    and   , 

   (  ) and    (  ). The sum       can be 

directly computed as    (     )     (  )  

   (  )  

2. Given a constant   and the encryption of     , 

   (  ). The multiplication of   with the plaintext 

   can be directly computed as    (    )= 

   (  )
 . 

Paillier [27] proposed a probabilistic asymmetric 

algorithm for public key cryptography that is an example 

of an efficient additively homomorphic cryptosystem, 

this scheme is further extended by [28] with a threshold 

versions, but required the use of a trusted dealer to 

distribute the keys to the participants. The reliance on a 

trusted dealer was lifted in [29] to ensure that no single 

party or coalition of less than specific participants can 

recover the encrypted values. In designing SR protocol, 

we require a fully distributed key generation protocol. In 

particular, the coalition between PRS or target user with 

any super-peer within the group should not be able to 

decrypt the whole collected profiles submitted to PRS, 

but it only reveals the obfuscated profiles collected by 

this super-peer. Therefore neither can be used as a trusted 

―dealer‖ for key generation. Thus, we employ a fully 

distributed threshold cryptosystem, Since it is desirable 

to distribute trust between numerous super-peers and no 

single super-peer is assumed to be fully trusted, then the 

decryption key    is shared among a number   of super-

peers, and encrypted profiles can only be decrypted only 

if any subset consisting of a threshold   of super-peers 

cooperate but no subset smaller than   can perform 

decryption. Moreover, with the additively homomorphic 

property of Paillier schema it permits SR protocol to 

perform secure aggregation and predication over 

encrypted rating profiles. We assume a semi-honest 

model for the super-peers. Hence, we do not require 

zero-knowledge proofs (ZKPs) for the various 

cryptographic operations from the participants. We will 

briefly present the distributed paillier threshold 

cryptosystem below. 

Key Generation 

In this step, each super-peer     
     generates   

additive shares of two   -   ⁄  strong primes, such 
that each super-peer have share    and   . Then use the 
method proposed in [29] to compute         
    (       )                     ∑   

 
    

  ∑   
 
                                        

       . The public key    (   ) and the private 
key     . Note that, super-peers perform 
biprimality test in [30] for checking if N is a product 
of two primes in a distributed way. If the test fails, the 
protocol is restarted 
Key Sharing 
The private key    is shared among   super-peers with 
the Shamir scheme as     degree polynomial where 
each party obtain (   ) share of d :  Let        , and 

randomly choose    in *      –    + and set  ( )   
 ∑    

  
      The share    of the     super-peer     is 

 ( )      .   

Encryption 
To encrypt a message       with public key  , 
randomly choose      

  and compute 

             . 

Share Decryption 
To decrypt  , each super-peer     computes the 

decryption share                            using 
his/her secret share   . And finally, if       valid shares 
are available, they can be combined to recover   as 
described in End decryption. 

End Decryption 
Let   be a set of       valid shares.  Compute 

   (∏  
         

   

)
 

   
      

Where     ∏
  

          , See [29] for more details on the 

correctness of the scheme and for proofs of security. 

6.2 Local Obfuscation using Enhanced 

Value-Substitution (EVS) Algorithm 

We propose a novel algorithm for obfuscating the users’ 

ratings before sending them to the super-peers. This 

algorithm is called EVS, which has been designed 

especially for the sparse data problem we have here. 

Moreover the algorithm tunes its obfuscation parameters 

based on trust level. The available anonymisation 

algorithms perform single obfuscation levels for all 

participants and release one obfuscated copy for all of 

them which result in increasing data distortion and 

construction of inaccurate recommendation model. The 

key idea for EVS is based on the work in [31] that uses 

Hilbert curve as a dimensionality reduction tool to create 

a cloaking regions to attain privacy for users. Hilbert 

curve also has the ability to maintain the association 

between different dimensions. In this subsection, we 

extend this idea as following, we also use Hilbert curve 

to map m-dimensional profile to 1-dimensional profile 

then EVS discovers the distribution of that1-dimensional 

profile. Finally, we perform perturbation based on that 

distribution in such a way to preserve the profile range 

that led to providing accurate results when performing 
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rating predication. The output of our obfuscation 

algorithm should satisfy two requirements: 

 Reconstructing the original profile from the 

obfuscated profile should be difficult, in order to 

preserve privacy. 

 Preserving the distances of the data to achieve 

accurate results for the recommendation. 

The steps for EVS algorithm consists of the 
following: 

1. We denote the collected m-dimensional user 
preferences as dataset   of   rows, where each row 
is a sequence of   
dimensions                    . 

2. Trust level values are divided to a number of 
intervals defined by the user, associated with each 
interval an order k value. EVS chooses a value for 
order k according to the trust level associated with 
the target user. 

3. EVS divides the m-dimensional dataset   into grids 
of order k as shown in [31, 32]. For order k, the 

range for each dimension divided into    intervals.  
4. For each dimension     

    of the collected 
preferences  : 

 Compute the k-order Hilbert value for each data 
point     

    . This value represents the index of 
the corresponding interval where it falls in. 

 EVS sort the Hilbert values from smallest to 
biggest, then use the step length (a user defined 
parameter) to measure whether any two values 
are near from each other or not. If these values 
are near, they are placed in the same 

partition     
    . 

These two steps iterates for all m-dimensions. The 
final result from these steps is   partitions for each 

dimension denoted as     
     

     
5. EVS constructs a   shared nearest neighbour sets 

    where         as in [33] from different 
partitions with a new modified similarity function as 
following, two partitions in different dimensions 
            form a shared nearest neighbour set     if 
they share k-number of common elements such that 
                 

6. For each newly created set     , EVS calculates its 
interquartile range. Then, for each point       
generate a uniform distributed random point   in that 
range that can substitutes   . 

7. Finally, the new set        
     is sent to Super-

peer. 

6.3 Secure Recommendation Protocol (SR) 

We proposed a protocol that enables PRS to calculate 

predicted ratings from the encrypted rating profiles. We 

called this protocol secure recommendation protocol 

(SR). SR protocol starts with the selection of super-peers 

using SAC as it is heavily relies on the underlying 

network topology; also it requires a set of super-peers to 

aggregate all participants’ preferences at the bottom of 

the hierarchy into profiles in order to remove any 

possibility of a single super-peer being the bottleneck. To 

achieve reasonable efficiency, super-peers reserve the 

ability to independently reweight items’ ratings based on 

trust values and omit the ones with low trust values, 

where such centralized computation can make the most 

significant difference. Moreover, they compute 

aggregated items’ ratings from the obfuscated ratings 

received from their participants. Thereafter, super-peers 

engage in distributed key generation process using 

distributed threshold cryptosystem to generate public key 

to encrypt these profiles before submitting them to PRS. 

This key generation process will leave each super-peer 

with a share of the private key along with the complete 

public key. This makes sure that no single super-peer to 

able decrypt the profiles taken from different super-peers 

or the final referrals list retrieved from PRS. After all the 

super-peers collect preferences from participants and 

compute the aggregated ratings profiles, they engage 

independently in encrypting these results. Then, each 

super-peer will forward the ciphertext corresponding to 

the ratings profile over the entire group to the PRS. The 

PRS starts the rating predication phase on the ciphertext 

then forward back the results to the super-peers. The 

super-peers will then perform threshold decryption of 

these results. Only when the required number of super-

peers cooperates, they can perform decryption using their 

local share of the private key, and then they will be able 

to have the final referrals list for the entire group. Note 

that we have focused on the decryption process to make 

sure that no single super-peer can get the profiles over a 

subset of super-peers in the group and malicious super-

peers in the network are unable to compromise the 

security of the protocol. Moreover, utilizing fully 

distributed threshold cryptosystem ensures that all 

collected profiles become useless after the termination of 

recommendation process even if an attacker obtains the 

collected profiles. EMCP automatically destroys key 

shares directly after decrypting the received referrals list, 

without any explicit action by the participants or any 

party storing or archiving that data 

 
Protocol _SecureRecommendation  

Do forever  

/* Applied in cases where super-peers are not already defined, 

Electing super-peers is based on negotiation between 

participants and SAC to select peers with the highest 

reputations*/  

SuperPeer = selectSP ();  

/* Find out who are other super-peer from SAC */  

SPList = find SuperPeer ();  

/* Check if I am super-peers to start collecting participants’ 

preferences & generate keys for encryption agent */  

If (me == SuperPeer) 

/* Delivery agent listens to receiver channel to collect 

obfuscated preferences from participants associated with 

this super-peer */  

ListenToReceiverChannel (CollectChannel, 

ReceivedObfuscatedPreferences      
     .      

/  ); 

/* Delivery agent combine the obfuscated preferences on 

the receiver channel if trust level for its participant higher 

than specific threshold value   set by the target user */  
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If  .      
/                     

     

/* Delivery agent combine the obfuscated preferences 

on the receiver channel, if there is a change in the local 

preferences or if there is a new preferences received */  

if (LocalObfuscatedPreferences == true || 

NewReceivedObfuscatedPreferences == true)  

/* Calculates the normalized rating for item q from 

rating of each participant ub*/  

      
    

          (  )                  ̃

     
      ̅ 

/* Combine the Received ratings with previously 

collected ratings for each item q*/  

          
Combined references       ̂

 Combine references 

(

 
 Local bfuscated references (

 .      
/  .      ̃

 /

 .      
/

)  

 Received bfuscated references        ̃ )

 
 

 

End if 

End if 

/* Generate public/private Key pair using a distributed 

protocol employing all other super-peers. The function 

SPDKG () leaves every super-peer with the entire public key 

and a share of the private key */  

(PublicKey, PrivateKey) = SPDKG(SPList);  

/* Initiate the encryption agent to encrypt my combined 

preferences with the public key and submit it to PRS */  

Submit       
 ̂  (Enc(PublicKey, CombinedPreferences       ̂

)) 

To PRS;  

/* PRS receive collected preferences for different super-peers 

*/  

PRS receives       
   ̂        

   ̂        
   ̂       

   ̂         
 

 ̂  

such that      
 

 ̂  is the encrypted rating for item   *     + 

by user     
.     

    
   .      

/   / from super-peer 

   (     
       )  

/* PRS Calculates Predicated ratings for each unrated 

Item in the collected profiles*/  

For each item           do 

PRS Calculates      
        (   (             

̅̅ ̅̅ )  

.∏    (                                    
 ̂) 

   / 

    
    

 

End for 

/* Upon receiving the list of predicated ratings for referred 

items, Target user request super-peers to start decrypt the 

entire list */  

if (me == SuperPeer) Reclist = 

thresholdDecrypt(encryptedratingslist (     ), SPList) 

End Protocol_SecureRecommendation 

-------------------------------------------------------------------- 

Algorithm selectSP 

/* Each participant contact SAC to obtain list of peers of 

highest reputation to be elected as super-peer for the group */ 

Requst(HR_Peerlist); 

/* Each super-peer broadcast to the neighbors indicating its 

existence as their neighbor*/ 

broadcast(SP_id); 

/* if participant receives more than super peer id it 

compare P3P policies for each adjacent super-peer & 

select the one with suitable P3P policy to his privacy 

preferences */ 

listenToReceiverChannel(defaultChannel, SP_id); 

if (Receiver eerId(S _id) ≠ 1) 

Compare(SP_CollectionPolicies); 

PeerGroupJoinRequest(SP_id); 

End if 

/*Each super-peer Listens to the receiver channel to form a 

group */ 

listenToReceiverChannel(defaultChannel, numNeighbors); 

broadcast(numNeighbors); 

listenToReceiverChannel(defaultChannel,PeerGroupCountPair[

]); 

superpeer= PeerGroupCountPair[maxIndex].getNeighborID(); 

return selectSP; 

7 Proof of Security and Correctness 
The proof of security for both EVS algorithm and SR 

protocol depends on how much information is leaked 

during the execution of the prediction phase. At the same 

time, our proposed mechanisms should output accurate 

results. 

7.1 Privacy Breach Evaluation for EVS 

Algorithm 

Privacy breach can be described in terms of how well the 

original user’s ratings can be estimated from the 

submitted obfuscated ratings. Unlike other techniques, 

our method generates new data points, whose interpoint 

distances approximate the original distances. 

Consequently, points which lie close to one another in 

the original space mostly remain close to each other in 

the transformed space. Therefore, it seems theoretically 

to be more resilient to some potential attacks [34] that 

exploit the properties of the released data. These attacks 

are based on how much information about original data 

is available to the attacker that is obtained through either 

known input-output and known sample. In the known 

input-output, attacker knows collection of linearly 

dependant original data points and points they map in 

perturbed data. While in known sample, assumes that 

original data arose as independent samples of 

multidimensional random vector with unknown 

probability density function, and the attacker has access 

to a collection of these independent samples. In EVS 

algorithm, the linear ordering based on Hilbert curve 

retains the proximity and neighboring aspects of the 

original data. We define   
  for     and     as the 

   order Hilbert curve (defined values based on trust 

level) for a  - dimensional space.    
  ,       -  

,      -  as follows : Hilbert value    ( ) for 

  [       ], where   is coordinate of each point in  

,      - . Thereafter, we cluster nearby Hilbert 

values based on step length (a user-defined parameter) 

then EVS substitutes each point in the group with 

uniform distributed random point in the same 
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interquartile range for that cluster. Therefore we can 

consider   as a one-way function if the curve parameters 

are unknown. These parameters include (starting 

point,  , step length) are defined at the participant side 

and any external entity only know the final perturbed 

data that participant agree to release. As a result, the 

statistical information from the perturbed data are 

inconsistent with that from the original data. Therefore, 

attacks such as those described before would be in 

efficient in breaching privacy. In addition to that, 

clustering Hilbert values and substituting each point with 

random point introduces uncertainty about exact distance 

between data points, thus will make any distance based 

attach ineffective. 

7.2 Proof of Security & Correctness for SR 

Algorithm 

Theorem 1: additive operation performed by PRS in 

SR protocol is correct and accurate without the need of 

decryption keys. 

Proof: based on the first property of additive 

homomorphic cryptosystem, we can determine that 

additive operations for encrypted data are correct as 

follows: given the encryptions     (  )    and 

    (  )     where          , given encryption 

key     

     .     (  )/       .    (  )/        =

    ( )      ( )  (    
 ) (    

 )        

    (    )
         

     (    (     ) )        

Based on that, the PRS does not require any 

decryption key in order to aggregate all encrypted data.  

Theorem 2: SR protocol computes predicated 

ratings for each referred item based on similar users’ 

ratings without revealing extra information to any party. 

Proof: Since each participant obfuscates his items’ 

ratings and hashes their meta-data before submitting 

them to the super-peers.  Moreover, each super-peer 

encrypts the collected profiles with the common 

encryption key and computation is performed on 

encrypted data and the decryption key is distributed 

between different super-peers. This makes sure that no 

single party will be able to decrypt these encrypted 

profiles taken from different super-peers or the final 

referrals list retrieved from PRS. This particular property 

is possible because of the threshold nature of the 

employed cryptosystem. In our two stage concealment 

process, the super-peer aggregates all obfuscated 

preferences then performs intermediate-computations on 

the obfuscated ratings for each item without having to 

know their real ratings or identifiers. No party can see 

extra information during the execution of the SR 

protocol. As for participants, they participate in the 

recommendation process without knowing other 

participants’ identity. Since not all the participants have 

the same super-peer nor do they have direct 

communication with each other. The local profile is 

secured and can only be viewed by its owner before 

applying the trust based obfuscation mechanism. In 

addition, employing reputation techniques to select 

super-peers with a high success rate in previous 

recommendation processes ensures the selection of 

reliable peers that will perform the required phases. PRS 

cannot see the received profiles as the decryption key is 

unknown. Furthermore, the decryption process requires a 

subset consisting of a threshold   of super-peers to 

cooperate. After PRS generates the final referrals list, 

PRS submits it to super-peers which in turn perform 

threshold decryption process. Then they publish this list 

to all participants. 

Theorem 3: Assuming that all parties follow the 

protocol, SR protocol can correctly compute the 

predicated rating for each referred item. 

Proof: When each super-peer encrypts collected 

rating profiles with encryption key    .      
 ̂/. PRS 

performs the additive operation on encrypted rating 

profiles based on paillier’s homomorphic cryptosystem 

as follows: 

         (   
̅̅ ̅̅ )  (   (    ̂)     (    ̂)     (    ̂)   

    .      ̂
/) 

         (   
̅̅ ̅̅  (∑       
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         (   
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) 

After the threshold decryption by super-peers, we 

will obtain the final predicated rating as in equation 

         
̅̅ ̅̅  (∏       

 ̂

 

   
) 

So the result from SR protocol is correct. 

8 Experiments 
In this section, we describe the implementation of our 

proposed solution. The experiments are run on 2 Intel® 

machines connected on local network, the lead peer is 

Intel® Core i7 2.2 GHz with 8 GB Ram and the other is 

Intel® Core 2 Duo™ 2.4 GHz with 2 GB Ram. We used 

MySQL as data storage for the users’ preferences that 

acquired by learning agent. The proposed two stage 

concealment process is implemented in C++ using the 

MPICH implementation of the MPI communication 

standard for distributed memory implementation of the 

SR protocol to mimic a distributed reliable network of 

peers. To implement Paillier encryption scheme, the 

Number Theory Library (NTL) was used. One practical 

issue that must be dealt with when using the Paillier 

cryptosystem is the fact that it cannot naturally encrypt 

floating-point numbers. Floating-point numbers must be 

converted to a fixed-point representation. This is done by 

multiplying them by a large constant C and then 

truncating the result to an integer. In these experiments, 

C = 100000. Other methods in [35] can also be used. The 

experiments presented here were conducted using the 

Jester dataset provided by Goldberg from UC Berkley 

[36]. The dataset contains 4.1 million ratings on jokes 

using a real value between (-10 and +10) of 100 jokes 

from 73.412 users. The data in our experiments consists 
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of ratings for 36 or more items by 23.500 users. We 

evaluated the proposed solution from different aspects: 

privacy achieved, accuracy of results and performance. 

We used the mean absolute error (MAE) metric proposed 

in [37]. MAE is one of most famous metrics for 

recommendation quality. As it measures the predication 

verity between the predicated ratings and the real ratings, 

so smaller MAE means better recommendation provided 

by PRS. To measure the privacy or distortion level 

achieved using our mechanism, we used the variation of 

information metric VI [38] to estimate data error. A 

higher value of VI means a larger distortion between the 

obfuscated and original dataset, which means a higher 

level of privacy. The experiments involve dividing the 

data set into a training set and testing set. The training set 

is obfuscated then used as a database for PRS. Each 

rating record in the testing set is divided into rated 

items    and unrated items   .The set   is presented to 

PRS for making predication    for the unrated items   . 
For the representation process of the trust calculation, we 

add the default value 0 for items not rated. In our dataset, 

the first column of every raw stores how many items are 

rated by the user, which is necessary for the trust 

estimation process. We divided trust levels into three 

intervals [highest, moderate, and lowest] and associated 

hilbert curve order for each interval. The experiments 

were performed while keep the number of super-

peers    , as described earlier they will be responsible 

for aggregating the data of 23.496 participants. We 

assume the trust level for all participants to be above the 

minimum trust threshold   , which is required for the 

inclusion in the prediction process. The recommendation 

process can be initiated by any user that will act as the 

target-user for the referrals list. The trust level between 

participants and target-user is calculated locally on their 

STB devices.  

In the first experiment, we want to measure the 

elapsed time for distributed key generation by varying 

the encryption key length and number of participants. 

Therefore we run the function SPDKG in SR protocol on 

9 super-peers with different key length, and then we 

measure the elapsed time for distributed key generation 

and plot results in figure (4). Moreover, we set the key 

length to 1024 bits with varying number of super-peers 

(3 to 17) and we plot the elapsed time results in figure 

(5).  

 

 

 

 

In the second experiment, we want to measure the 

elapsed time for calculating the predicated ratings in SR 

protocol by varying the encryption key length and 

number of participants. We run the predication phase 

several times by encrypting all 12.674 records with 

different key length and distribute them equally on 9 

super-peers, then PRS start collecting these records to 

perform predication phase. The results for elapsed time 

are shown in figure (6). Moreover, we set the key length 

to 1024 bits with varying number of super-peers (3 to 17) 

and we plot the elapsed time results in figure (7). 

 

 
 

 

 

 

In the third experiment, we aim to analyze execution 

time for SR protocol for varying set of data sizes. 

Therefore, we vary the minimum trust threshold to obtain 

a different number of participants’ records in the 

recommendation process, then we run the SR protocol on 

these aggregated records in sizes of 7.249, 10.572, 
Figure 4: Key generation time for different Key 

Length. 

Figure 5: Key generation time for various numbers 

of super-peers. 

 

Figure 6: Ratings predication time for different Key 

Length. 

Figure 7: Ratings predication time for various numbers of 

super-peers. 
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12.674, 17.685, and 23.496. As shown in figure (8), the 

results indicate the elapsed time to perform (encrypt, 

calculate ratings and decrypt) with 1024 bits key length. 

The curve scales linearly as it represents the increase of 

execution time by increasing the data size.  

 

Figure 8: Execution time for different data sizes. 

In the first experiment performed on EVS algorithm, we 

measured the relation between different Hilbert curve 

parameters (order and step length) on the accuracy and 

privacy levels attained. We mapped the participant’s 

dataset to Hilbert values using orders 3, 6 and 9. We 

gradually increased the step length from 10 to 80. Figure 

(9) shows the accuracy of recommendation based on 

different step length and curve order. We can see that as 

the order increases, the obfuscated data can offer better 

predictions for the ratings. Since, with higher values for 

the curve order, the granularity of the Hilbert curve 

becomes finer. So, the mapped values can preserve the 

data distribution of the original dataset. On the other 

hand, selecting larger step length increases MAE values 

as large partitions are formed with higher range to 

generate random values from it, such that these random 

values substitute real values in the dataset. 

 
Figure 9: Accuracy level for different step length and 

orders for EVS. 

As for the privacy as shown in figure (10), when the 

order increases a smaller range is calculated within each 

partition which introduces less substituted values 

compared with lower orders that attain higher VI values. 

The reason for this is that larger order divides the m-

dimensional profile into more grids, which makes Hilbert 

curve to better reflect the data distribution. Moreover, we 

can see that for the same Hilbert curve order the VI 

values are generally the same for different step length 

except for order 3, in which VI values has a sharp 

increase when step length grows from 50 to 60.The effect 

of increasing step length on VI values is more sensible in 

lower curve orders as fewer girds are formed and the 

increase of step length covers more portions of them, 

which will introduce a higher range to generate random 

values from it. Based on that, the trust agent employs 

trust value as an input to tune-up EVS parameters in such 

a way to achieve a trade off between privacy and 

accuracy. 

 

Figure 10: Privacy level for different step length and 

orders for EVS. 

We continued our experiments with EVS algorithm; we 

measured the execution time for EVS as it is executed 

locally at the participant’s STB box on his profile. The 

execution time for EVS is composed of the time to get 

partitions based on Hilbert curve and the time to generate 

random noise. The results for the execution time are 

shown in figure (11). We can see that as the order of 

Hilbert curve goes higher, the execution time generally 

increases than that for a lower order. This growth 

because of the time consumed in mapping data points to 

different Hilbert values is dependent on curve order. For 

different step lengths, the executions time various 

without substantial trend. As the step length only 

determines the size of partitions in each dimension; 

finding these partitions are only dependant on the 

number of dimensions.   

 

Figure 11: Execution time for different step length in EVS. 
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Finally, we measured the overall recommendation 
accuracy of our two stage concealment on the same 
dataset. For EVS algorithm, we set the curve order to be 
3 (lowest trust level) and the step length to be 10. We 
first obfuscate different datasets using EVS algorithm, 
then super-peers apply SR protocol on these datasets and 
submit them to PRS. At PRS side, it calculates referrals 
list then return results back to super-peers which in turn 
decrypt and publish them. The graph in figure (12) plot 
MAE values for different data sizes, it clearly shows that 
the proposed two stage concealment process is very 
effective in making recommendation and that its privacy 
preserving nature has marginal impact on the accuracy of 
recommendation, since SR protocol employ 
homomorphic cryptosystem that preserves the accuracy 
characteristics of EVS algorithm on the dataset. These 
results indicate two features of the two stage 
concealment process: 

 

Figure 12: Accuracy of our propsed approch with for 

different data sizes. 

1. Accuracy of the recommendation improves with the 
increase of collected data, as more diverse ratings 
produce a reasonable explanation and rank from a 
reliable sources. 

2. Accuracy of the recommendation is reasonable for 
small datasets, which is highly desirable feature in a 
dynamic environment like IPTV networks where 
users’ profiles are not large enough. 

9 Conclusion and future work 
In this paper, we presented our attempt to develop an 

enhanced middleware for collaborative privacy based on 

Multi-agent with application to recommender service for 

IPTV providers. We gave a brief overview of EMCP 

architecture, components and recommendation process. 

We presented a novel two stage concealment process 

which provides complete privacy control to participants 

over their preferences. The concealment process utilizes 

hierarchical topology, where participants are organized 

into groups, from which super-peers are elected based on 

their reputation. Super-peers & PRS use platform for 

privacy preferences (P3P) policies for specifying their 

data usage practices. While Participants describe their 

privacy constraints for the data extracted from their 

profiles in a dynamically updateable fashion using P3P 

policies exchange language (APPEL). EMCP allows fine 

grained enforcement of privacy policies by allowing 

participants to ensure that the extracted preferences for 

specific request do not violate their privacy by 

automatically checking whether there is an APPEL 

preference corresponding to the given P3P policy. Super-

peers aggregate the preferences obtained from underlying 

participants and then encapsulate intermediate values 

computed on these profiles and then send them to PRS. 

Trust based obfuscation mechanism is used in the course 

of participant preferences collection, while the SR 

protocol is used to protect the privacy of collaborative 

filtering by distributing the participants’ preferences 

between multiple super-peers and encrypting a subset of 

the aggregated ratings profiles which is useful for the 

recommendation. We tested the performance of the 

proposed mechanisms on a real dataset. We evaluated 

how the overall accuracy of the recommendation depends 

on data sizes and trust level. The experimental and 

analysis results show that privacy increases under the 

proposed middleware without hampering the accuracy of 

the recommendation. In particular the mean absolute 

error can be reduced with proper tuning of the trust based 

obfuscation parameters for a large data sizes. Moreover, 

utilizing trust levels for obfuscation is an optimization to 

maintain the utility of the items’ ratings. Thus adding the 

proposed middleware does not severely affect the 

accuracy of the recommendation based on collaborative 

filtering techniques.  

We realized that there are many challenges in 

building a privacy enhanced middleware for 

recommender services. As a result we focused on 

middleware in a collaborative privacy scenario. A future 

research agenda will include utilizing game theory to 

better formulate user groups, sequential preferences 

release and its impact on privacy of whole profile. We 

will consider reducing transmission time and the load on 

the network traffic by adding a secure filtering phase to 

the SR protocol that will allow PRS to exclude items with 

low predicated rating from the final referrals list. 

Furthermore it is included to strengthen our middleware 

against shilling attacks, extending our scheme to be 

directed towards multi-dimensional trust propagation and 

distributed collaborative filtering techniques in a P2P 

environment. Moreover, we need to investigate weighted 

features vector methods and its impact on released 

ratings. Such that, the participant not only obfuscates his 

items’ ratings based on the trust level of target-user, but  

he can also express specific items to be diversely 

obfuscated with each trust level. We need to perform 

extensive experiments on other real datasets from the 

UCI repository and compare our performance with other 

techniques proposed in the literature. Finally we need to 

consider different data partitioning techniques as well as 

identify potential threats and add some protocols to 

ensure the privacy of the data against those threats.  
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Privacy Aware Obfuscation Middleware for Mobile 
Jukebox Recommender Services  

Ahmed M. Elmisery and Dmitri Botvich 
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Abstract. Mobile Jukebox is a service offered by mobile operators to their 
clients, such that subscribers can buy or download anywhere, anytime full-
length music tracks over the 3G Mobile networks. Unlike some music download 
services, the subscribers can reuse the selected tracks on their music players or 
computers. As the amount of online music grows rapidly, Jukebox providers 
employ automatic recommender service as an important tool for music listeners 
to find music that they will appreciate. On one hand, Jukebox recommender 
service recommend music based on users’ musical tastes and listening habits 
which reduces the browsing time for searching new songs and album releases. 
On the other hand, users care about the privacy of their preferences and 
individuals’ behaviors regarding the usage of recommender service. This work 
presents our efforts to design an agent based middle-ware that enables the end-
user to use Jukebox recommender services without revealing his sensitive 
profile information to that service or any third party involved in this process. 
Our solution relies on a distributed multi-agent architecture involving local 
agents running on the end-user mobile phone and two stage obfuscation process 
used to conceal the local profiles of end-users with similar preferences. The first 
stage is done locally at the end user side but the second stage is done at remote 
nodes that can be donated by multiple non-colluding end users that requested the 
recommendations or third parties mash-up service. All the communications 
between participants are done through anonymised network to hide their 
network identity. In this paper, we also provide a mobile jukebox network 
scenario and experimentation results 

Keywords: Privacy, Clustering, Mobile Jukebox, Recommender Service, Multi-
Agent. 

1  Introduction  

Being music a very important thing in people’s life, music applications are present 
in every computer and over many mobile devices. For such reason, mobile operators 
offer Mobile Jukebox as a moderate price service to their clients, such that subscribers 
can buy or download full-length music tracks over 3G Mobile networks. Unlike some 
music download services, the user can reuse the selected tracks on their music players 
or portable music devices.  
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2 Ahmed M. Elmisery and Dmitri Botvich 

According to [1] the more services appear in future, the more demand for 
personalization services will be to fight against information overload and find 
information relevant to each user. Recommender services can be seen as a suitable 
solution to these problems as they customize the offered services according to unique 
and individual needs of each user. The Jukebox providers employ recommender 
services to reduce browsing time for music listeners as the amount of online music 
grows rapidly. Jukebox recommender service becomes an increasingly important tool 
for music listeners to easily find new songs or playlists that they will appreciate. 
Examples of available Jukebox services are Apple iTunes® and Last.fm®.  Apple 
iTunes automatically generates a playlist of songs from the user’s library which is 
similar to the selected songs, While Last.fm builds a detailed profile for each user’s 
musical taste by recording details of the songs the user listens to either from internet 
radio stations or user’s computer or portable music devices. This information is 
transferred to Last.fm’s database via music player and the user’s profile data can be 
displayed on his profile page.   

Jukebox recommenders commonly use collaborative filtering (CF) techniques to 
recommend music based on the listening behaviors of other music listeners. The 
Jukebox recommender harness the “wisdom of the crowds” to recommend music. 
Even though they generate good recommendations there are still some problems like 
the cold-start problem, as a recommender needs a significant amount of data before it 
can generate appropriate recommendations. However the acquisition, storage and 
application of sensitive personal information cause privacy concerns for users. There 
are many things having an impact on the perception of privacy for users like what kind 
of information is collected, how the information is used and the degree of accessibility 
of the information by others. 

The authors in [1] have done an empirical research concerning privacy preferences 
and individuals’ behaviors regarding personalization in music recommender systems. 
They found out that information about the purpose of the disclosure, recipients of the 
information, and the degree of the information involved and the benefits users expect 
to gain from disclosing personal information are the main factors influencing 
disclosure behavior. Based on their questionnaire in [2], participants were more 
willing to disclose music preferences than their personality. Participants considered 
information about personality traits more personal and more sensitive information than 
preferences for music genres. Participants expressed worries about not knowing how 
their information will be used in the system and who gets access to their personal 
information. The sensitivity of information affects on the disclosure decision. The 
questionnaire also shows that some participants even consider what benefits they will 
gain from disclosing the information. Participants can be divided into two groups 
based on their disclosure behavior, depending on whether they want to disclose 
anonymously or including identity information. One important factor have an impact 
on people’s disclosure behavior is the security and privacy standards taken by the 
Jukebox providers. 

In this work, we proceed with our approach presented in [3-7] to build AMPR (i.e. 
acronym for agent based middleware for private recommendations) that allows end-
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users to receive useful recommendations without disclosing their real preferences to 
the service. In the following section we will describe some properties for AMPR: 

1. AMPR is running as a multi-agent based middleware to support different types of 
clients either thin or thick. Moreover, this architecture enables smooth integration 
with wide range of existing recommender services 

2. AMPR preserves the aggregates in the obfuscated profiles to maximize their utility 
in order to attain acceptable recommendations accuracy, which facilitate AMPR to 
work with different state-of art filtering algorithms. Extra overhead in computation 
and communication to be added in the recommendation process due to the two 
stage obfuscation process 

3. AMPR employs two stage obfuscation process to conceal the user’s preferences in 
his profile. The real user profile doesn’t leave his mobile phone until it is properly 
desensitized and it is maintained encrypted with private password that is known 
only to the user. If the user doesn’t accept to be tracked by the recommender 
service using his network identity, AMPR hides his identity by routing the 
submission of his locally obfuscated profile through relaying nodes in an 
anonymous communication network before sending it to the recommender service. 

In the rest of this paper we will generically refer to songs and playlists as Items. In 
section 2, we describe some related work. Section 3 introduces recommender system 
for mobile jukebox service scenario landing AMPR. Section 4 introduces our 
proposed solution. Section 5 describes the recommendation strategy used in our 
PCRS. Section 6 presents some experiments and results based on our proposed 
solution. Section 7 includes conclusions and future work.  

2 Related Work 

The majority of the literature addresses the problem of privacy for recommender 
services based on collaborative filtering technique, Due to it is a potential source of 
leakage of private information shared by the users as shown in [8]. In [9] it is 
proposed a theoretical framework to preserve the privacy of customers and the 
commercial interests of merchants. Their system is a hybrid recommender that uses 
secure two party protocols and public key infrastructure to achieve the desired goals. 
In [10, 11] it is proposed a privacy preserving approach based on peer to peer 
techniques using users’ communities, where the community will have a aggregate user 
profile representing the group as whole and not individual users. Personal information 
will be encrypted and the communication will be between individual users and not 
servers. Thus, the recommendations will be generated at client side. In [12, 13] it is 
suggest another method for privacy preserving on centralized recommender systems 
by adding uncertainty to the data by using a randomized perturbation technique while 
attempting to make sure that necessary statistical aggregates such as mean don’t get 
disturbed much. Hence, the server has no knowledge about true values of individual 
rating profiles for each user. They demonstrate that this method does not decrease 
essentially the obtained accuracy of the results. Recent research work [14, 15] pointed 
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out that these techniques don’t provide levels of privacy as it was previously thought. 
In [15] it is pointed out that arbitrary randomization is not safe because it is easy to 
breach the privacy protection it offers. They proposed a random matrix based spectral 
filtering techniques to recover the original data from perturbed data. Their experiments 
revealed that in many cases random perturbation techniques preserve very little 
privacy. Similar limitations were detailed in [14].  

 

3 Recommender System for Mobile Jukebox Service - Scenario  

 

Fig. 1. Jukebox Service for Mobile Users with Third Party Private Recommender Service  

We consider the scenario where a private centralized recommender service (PCRS) 
is implemented on an external third party server and end-users give information about 
their preferences to that server in order to receive music recommendations. The user 
preferences stored in his profile in the form of ratings or votes for different item, such 
that items are rated explicitly or implicitly on a scale from 1 to 5. An item with rating 
of 1 indicates that the user dislikes it while a rating of 5 means that the user likes it. 
PCRS collects and stores different users’ preferences in order to generate useful 
recommendations. 

In this scenario there are two possible ways for user’s discloser: through his 
personal preferences included in his profile [16] or through the user’s network address 
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(IP). AMPR employs two principles to eliminate these two disclosure channels, 
respectively. The obfuscation agents perturb user’s preferences for different items in 
his profile and the synchronize agent hides the user’s network identity by routing the 
communication with other participants through relaying nodes in Tor [17] anonymous 
network. The main challenge for synchronize agent is to tune up Tor and optimize its 
performance while maintaining the user anonymity.  

We don’t assume the server to be completely malicious. This is a realistic 
assumption because the service provider needs to accomplish some business goals and 
increase its revenues. In our framework, we will use the mobile phone storage to store 
the user profile. On the other hand, the Jukebox service maintains a centralized rating 
database that is used by the PCRS; Figure (1) shows the architecture of our approach. 
Additionally, we alleviate the user’s identity problems stated above by using 
anonymous pseudonyms identities for users.  

4 Proposed Solution 

In the next sub-sections, we will present our proposed middleware for protecting 
the privacy of users’ profiles  

 

Fig. 2. AMPR Components 

Figure (2) demonstrates AMPR components that are running in the mobile phone at 
the user side. As shown, AMPR consists of different co-operative agents, A Learning 
agent captures user preferences about items explicitly or implicitly to build a rating 
table and meta-data table. The local obfuscation agent implements CTA obfuscation 
algorithm to achieve user privacy while sharing the data with other users or the 
system. The global perturbation agent is only invoked if the user is acting as a target 
user in recommendation process; it executes EVS-algorithm on the collected profiles 
finally. The synchronize agent is responsible for selecting the best suitable routing 
paths in the anonymised network to enhance its performance. 

The recommendation process based on the two stage obfuscation process in our 
framework can be summarized as following:  

1. The learning agent collects user’s preferences about different items which represent 
a local profile. The local profile is stored in two databases, the first one is the rating 
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database that contains (item_id, rating) and the other one is the metadata database 
that contains the feature vector for each item (item_id, feature1, feature2, feature3). 
The feature vector can include genre, author, album, decade, vocalness, singer, 
instruments, number of reproductions and so on. 

2. The target user broadcast a message to other users near him to request 
recommendations for specific genre or category of items. Individual users who 
decide to respond to that request use their local obfuscation agent to obfuscate a 
part of their local profiles that match query. The group members submit their 
locally obfuscated profiles to the requester using an anonymised network like TOR 
to hide their network identities. Enhancing the performance of communication 
through Tor is discussed in the next sub-section. If the size of group formation less 
than a specific value, the target user contacts the PCRS directly to gets 
recommendation from the centralized profiles stored in it.  

3. In order to hide items identifiers and meta-data from the requester and the PCRS. 
The manger agent at each participant side use locality-sensitive hashing (LSH) [18] 
to hash these values. One interesting property for LSH is that similar items will be 
hashed to the same value with high probability. PCRS is still be able to perform 
computations on the hashed items using appropriate distance metrics like hamming 
distance or dice coefficient. 

4. After the target user receives all the participants’ profiles (group profile), he/she 
incites his global perturbation agent to perturb the collected profiles. Then he can 
interact with PCRS by acting as an end-user has group profile as his own profile. 
The target user submits his/her group profile through an anonymised network to 
PCRS in order to attain recommendations.  

5. PCRS performs its filtering techniques on the group profile which in turn return a 
list of items that are correlated with that profile. This list is encrypted with a private 
key provided by target-user and it is sent back on the reverse path to the target user 
that in turn decrypts and publishes it anonymously to the other users that 
participated in the recommendation process. 

4.1 Enhancing The Anonymized Network (Tor) Performance  

Tor [17] is an anonymity network based on the original onion routing design but 
with several modifications in terms of security, efficiency, and deployability. The Tor 
network includes a small set of trusted authoritative directory servers responsible for 
aggregating and distributing signed information about known routers in the network. 
Tor clients periodically fetch the directory information from directory mirrors in order 
to learn information about other servers in the network. 

Tor network suffers from serious performance degradation because of its random 
path selection algorithms that use self-reported bandwidth values only, which might 
select with high probability a router with low bandwidth because it is sensitive to 
loads and changing network conditions. The synchronize agent seeks to enhance the 
performance by partitioning the Tor network into classes of high or low bandwidth 
Tor routers to better understand the relationships between different classes of routers 
/potential paths. Paths drawn from the class of high-bandwidth routers can provide 
better performance. Paths can be reserved for participating in specific 
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recommendation requests based on a user’s priorities or preferences. Therefore, 
inspired from the work in [19] we have implemented a simple parameterized path 
selection algorithm (PPS) that allow the synchronize agent to enhance the path 
selection in the Tor network with two priorities and it can be easily extended to 
support priorities larger than two. The synchronize agent can create circuits in advance 
to reduce the waiting time then measure the path throughput PT before using each 
path. PPS consists of the following steps:   

1. The user input minimum path throughput PT, and circuit throughput CT to the 
synchronize agent.  

2. Based on Tor authoritative directory servers, the algorithm start partitioning the 
class of high-bandwidth routers into a set of overlapping clusters (based on 
geographical location, platform, bandwidth, uptime, last update, number of 
connections and self-reported bandwidth estimate) using the algorithm on [20]. 

3. It builds a pool of Tor nodes whose bandwidth  from each cluster. In order to 
decrease the delay in circuit creation, the synchronize agent can select overlapping 
routers between clusters 

4. Then, it randomly builds circuits passing through these clusters. Then measure each 
circuit throughput, and select the first circuit that achieve bandwidth CT. 

5. The synchronize agent then negotiates session keys with each router in the circuit. 
The exit router is responsible for establishing the connection from the Tor network 
to the client’s intended destination 

6. The synchronize agent records the previously used Tor nodes and exclude them 
from future circuit building clusters. 

4.2 Proposed obfuscation Algorithms 

In the next subsections, we present two different algorithms used by the 
obfuscation agents in AMPR to obfuscate the user profile in a way that secure user’s 
preferences in PCRS with minimum loss of accuracy.  

Local Obfuscation using Clustering Transformation Algorithm (CTA). 
We proposed a novel algorithm for obfuscating the user profile before sharing it 

with other users. CTA designed especially for the sparse data problem we have here. 
CTA partitions the user profile into smaller clusters and then pre-process each cluster 
such that the distances inside the same cluster will maintained in its obfuscated 
version. We use local learning analysis (LLA) clustering method proposed in [21] to 
partition the dataset. After complete the partitioning, we embed each cluster into a 
random dimension space so the sensitive ratings will be protected. Then the resulting 
cluster will be rotated randomly. In such a way, CTA obfuscates the data inside user 
profile while preserving the distances between the data points to provide high accurate 
results when performing recommendations. The algorithm consists of the following 
steps: 

1. The user ratings is stored in his mobile phone as dataset  consists of  rows, 
where each row is a sequence of  attributes where    … … …  . 
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2. The dataset  is portioned vertically into   … …  subsets of length , if 
/  is not perfectly divisible then CTA randomly selects attributes already assigned 

to any subset and joins them to the attributes of the incomplete subsets. 
3. Cluster each subset  Using LLA algorithm, that result in  clusters 

, , … . for each subset. So every point in the original dataset D falls 
exactly in one cluster. The aim of this step is to increase the privacy level of the 
transformation process and make reconstruction attacks difficult.   

4. CTA generates two sets for each cluster in the subset  these are and .Where 
is the set of points with highest values for field function and  is the rest of 

points in .For each point construct a weighted graph Γ that contains its 
k-nearest neighbours in , each edge e Γ  has a weight equals to the influence 

function of that point . 
5. Estimate the geodesic distances by Computing the shortest distance between each 

two points in graph Γ using Dijkstra or Floyd algorithm and then build a distance 
matrix  .  

6. Based on  ,we find a d-dim embedding space  using classical MDS [22] as 
follows 

 Calculate the matrix of squared distances S D  and the centering matrix 
H 1 1 N⁄ eeT 

 The characteristic vectors are chosen to minimize E τ D
τ D

L
, where τ D  is the distance matrix for the d-dim embedding 

space, and  converts distances to inner products τ HSH/2. 

7. For each cluster C , CTA randomly select two attributes x and x  to 
perform rotation perturbation on selected attributes R x , x  using transformation 
matrix M  setup by the user for each cluster using range of angles defined in 
advance by the user. 

8. Repeating steps 4-7 for all clusters in D  to get the obfuscated portion D . 
Finally, the obfuscated dataset is obtained by D D . 

Global Perturbation using Enhanced Value-Substitution (EVS) Algorithm. 
After executing the local obfuscation process the global perturbation phase starts. The 
key idea for EVS is based on the work in [23] that uses Hilbert curve to maintain the 
association between different dimensions. In this subsection, we extend this idea as 
following, we also use Hilbert curve to map m-dimensional profile to 1-dimensional 
profile then EVS discovers the distribution of that1-dimensional profile. Finally, we 
perform perturbation based on that distribution in such a way to preserve the profile 
range. The steps for EVS algorithm consists of the following steps: 

1. We denote the collected m-dimensional user profiles as dataset D of c rows, where 
each row is a sequence of m dimensions A A , A  , A , A … … , A . 

2. EVS divides the m-dimensional profile into grids of order k (where k is user defined 
value) as shown in [23, 24]. For order k, the range for each dimension divided into 
2  intervals.  
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3. For each dimension  of the collected profile : 

 Compute the k-order Hilbert value for each data point a . This value 
represents the index of the corresponding interval where it falls in. 

 EVS sort the Hilbert values from smallest to biggest, then use the step 
length (a user defined parameter) to measure whether any two values are 
near from each other or not. If these values are near, they are placed in the 
same partition . 

These two steps iterates for all m-dimensions. The final result from these steps is  

partitions for each dimension denoted as  
4. EVS constructs a N shared nearest neighbour sets S   where  r 1 … . N as in [25] 

from different partitions with a new modified similarity function as following, two 
partitions in different dimensions   ,  form a shared nearest neighbour set 
S   if they share k-number of common elements such that  =    

5. For each newly created set S   , EVS calculates the interquartile range. Then, for 
each point a S  generate a uniform distributed random point  in that range that 
can substitutes a . 

6. Finally, the new set S   is sent to PCRS 

5 Recommendation Strategy 

 PCRS employ online mode filtering algorithms to make predictions on the ratings 
of a particular user by collecting preference information from other users. The 
collected profiles (group profile) represented as  user item matrix which contains 
a collection of numerical obfuscated ratings of M users on N items. After that, the 
neighbourhood formation at PCRS is done by calculating the similarity between users 
in the user-item matrix. Users similar to the target user using some proximity metric 
will form a proximity based neighbourhood with him [12]. This neighbourhood will 
utilize later for predication step. The prediction on rating of user i for item K is given 
by a weighted average [26] of users whose ratings are similar to the target user. 

P v
∑ s u , u v vU

∑ s u , uU
 

Where U i U|v  is the set of users who have rated the k th item. v  
is the mean of all ratings made by user i. The weights of average s u , u  are the 
similarity between user u  and u  such as the Pearson correlation coefficient or 
Euclidean distance. We represent the user as a vector consists of n features slots, one 
for each item. These slots contain user’s ratings for different items or . The similarity 
between users’ vectors is calculated as the cosine of the angle formed between them as 
following: 

s u , u
∑ v  v

v v v v
 

Finally, the recommendation process is to produce a predicted rating based on the 
neighbourhood for a list of items that have not been rated by the user, these items have 
a high potential of interest (predicated with high positive rating) to the user. The 
resulting items list can be further constrained based on marketing or Qos rules. 
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6 Experiments 

The proposed algorithms are implemented in C++. We used message passing 
interface (MPI) for a distributed memory implementation of EVS algorithm to mimic a 
distributed reliable network of peers. We evaluated the proposed algorithms from two 
different aspects: privacy achieved and accuracy of results. The experiments presented 
here were conducted using the Movielens dataset provided by Grouplens [27]. The 
dataset contains users’ ratings on movies using discrete value between 1 and 5. The 
data in our experiments consists of 100.000 ratings for 1.682 items by 943 users. The 
experiments involve dividing the data set into a training set and testing set. The 
training set is obfuscated then used as a database for the PCRS. Each rating record in 
the testing set is divided into rated items and unrated items. The rated items are 
presented to the PCRS for making predication for the unrated items. To evaluate the 
accuracy of generated predications, we used the mean absolute error (MAE) metric 
proposed in [28]. MAE measures the predication verity between the predicated ratings 
and the real ratings, so smaller MAE means better recommendations provided by 
PCRS. To measure the privacy or distortion level achieved using our algorithms, we 
use variation of information metric VI [29] to estimate data error. Where, the higher VI 
means the larger distortion between the obfuscated and original dataset, which means 
higher privacy level. 

To evaluate the accuracy of CTA algorithm with respect to different number of 
dimensions in user profile, we control d-dim parameters of CTA to vary number of 
dimensions during the evaluation. Figure (3) shows the performance of 
recommendations of locally obfuscated data, as shown the accuracy of 
recommendations based on obfuscated data is little bit low when d-dim is low. But at a 
certain number of dimensions (500), the accuracy of recommendations of obfuscated 
data is nearly equal to the accuracy obtained using original data. 
 

 

Fig. 3. Accuracy of recommendations for obfuscated dataset using CTA 

In the second experiment performed on CTA algorithm, we examine the effect of d-
dim on VI values. As shown in Figure (4), VI values decrease with respect to the 
increase in d-dim values in user profile. d-dim is the key element for privacy level 
where smaller d-dim value, the higher VI values (privacy level) of CTA. However, 
clearly the highest privacy is at d-dim=100. There is a noticeable drop of VI values 
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when we change d-dim from 300 to 600.d-dim value 400 is considered as a critical 
point for the privacy.Note that rotation transformation adds extra privacy layer to the 
data and in the same time maintains the distance between data points to enable PCRS 
to build accurate recommendation models.  

In the first experiment performed on EVS algorithm, we measured the relation 
between different Hilbert curve parameters (order and step length) on the accuracy and 
privacy levels attained. We map the locally obfuscated dataset to Hilbert values using 
order 3, 6 and 9. We gradually increased the step length from 10 to 80. Figure (5) 
shows the accuracy of recommendations based on different step length and curve 
order. We can see that as the order increases, the obfuscated data can offer better 
predictions for the ratings. This is because as the order has higher value, the 
granularity of the Hilbert curve becomes finer. So, the mapped values can preserve the 
data distribution of the original dataset. On the other hand, selecting larger step length 
increases MAE values as large partitions are formed with higher range to generate 
random values from it, such that these random values substitute real values in the 
dataset. 
 

 

 

 

As shown in Figure (6), when the order increases a smaller range is calculated 
within each partition which introduces less substituted values compared with lower 
orders that attain higher VI values. The reason for this is larger order divides the m-
dimensional profile into more grids, which makes Hilbert curve better reflects the data 
distribution. Also, we can see that for the same Hilbert curve order the VI values are 
generally the same for different step length except for order 3, in which VI values has 
a sharp increase when step length grows from 50 to 60.The effect of increasing step 
length on VI values is more sensible in lower curve orders as fewer girds are formed 
and the increase of step length covers more portions of them, which will introduce a 
higher range to generate random values from it. So the target user should select EVS 
parameters in such a way to achieve a trade off between privacy and accuracy. 

Finally, we measured the overall performance of PPS algorithm in terms of the 
enhancement achieved in uploading time for the collected profiles. Figure (7) 
illustrates the cumulative distribution function (CDF) of time uploading the collected 

Fig. 4. Privacy levels for the obfucated dataset 
using CTA 

Fig. 5. Accuracy level for different step length 
and orders for EVS 
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profiles of 331,25 bytes from the target user under the proposed PPS algorithm. The 
term PPS = CT 34KB/s refers to executing PPS with a circuit throughput equal to 
34KB/s. Table (1)  gives the mean, median for execution of PPS with different circuit 
throughput values. Our analysis of Figure (7) and Table (1) lead us to the following 
observations; the performance of Tor’s default path selection algorithm is 
unacceptable for responsive recommender services. The largest uploading time for the 
profiles is 182.61s; also our PPS algorithm significantly improves path selection 
performance.  
 

 
 default PPS= 

10
KB/s 

PPS= 
20

KB/s 

PPS= 
30

KB/s 

PPS= 
34

KB/s 

Mean 30.38 25.34 19.64 12.54 8.41

Median 33.56 17.35 15.18 10.73 9.59

Table 1: Uploading Time for Different CT values 

 

 
 
 

7 CONCLUSION AND FUTURE WOK 

In this paper, we presented our ongoing work on building an agent based 
middleware for private recommendation services. We gave a brief overview of the 
recommendations process with application to Jukebox music recommendations. Also 
we presented the novel algorithms that provide the users with complete control of the 
privacy of their profiles using two stage obfuscation process. We tested The 
performance of these proposed algorithms on real dataset. The experiential results 
show that preserving users’ privacy for Jukebox recommender service is possible. In 
particular mean average error can be reduced with proper tuning of the algorithms’ 
parameters for large number of users. We realized that there are many challenges in 
building an agent based middleware scenario. This allow us to move forward in 
building an integrated system while studying issues such as a dynamic data release at a 

Fig. 6. Privacy level for different step length 
and orders for EVS 

Fig. 7. Uploading time using PPS Algorithm 
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later stage and deferring certain issues such as virtualized schema and auditing to 
future research agenda. We need to perform extensive experiments in other real data 
set from the UCI repository and compare the performance with other techniques. Also 
we need to consider different data partitioning techniques as well as identify potential 
threats and add some protocols to ensure the privacy of the data against those threats.  
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Abstract 
Nowadays, it is crucial to preserve the privacy of end-users while utilizing a third-party 

recommender service within content distribution networks so as to maintain their satisfaction and 

trust in the offered services. The current business model for those recommender services is 

centered around the availability of users’ personal data at their side whereas consumers have to 

trust that the recommender service providers will not use their data in a malicious way. With the 

increasing number of cases for privacy breaches of personal information, different countries and 

corporations have issued privacy laws and regulations to define the best practices for the 

protection of personal information. The data protection directive 95/46/EC and the privacy 

principles established by the Organization for Economic Cooperation and Development (OECD) 

are examples of such regulation frameworks. In this paper, we assert that utilizing third-party 

recommender services to generate accurate referrals are feasible, while preserving the privacy of 

the users’ sensitive information which will be residing on a clear form only on his/her own device. 

As a result, each user who benefits from the third-party recommender service will have absolute 

control over what to release from his/her own preferences. To support this claim, we proposed a 

collaborative privacy middleware that executes a two stage concealment process within a 

distributed data collection protocol in order to attain this claim. Additionally, the proposed 

solution complies with one of the common privacy regulation frameworks for fair information 

practice in a natural and functional way - which is OECD privacy principles. The approach 

presented in this paper is easily integrated into the current business model as it is implemented 

using a middleware that runs at the end-users side and utilizes the social nature of content 

distribution services to implement a topological data collection protocol. We depicted how our 

middleware can be integrated into a scenario related to preserving the privacy of the users’ data 

which is utilized by a third party recommendation service in order to generate accurate referrals 

for users of mobile jukebox services while maintaining their sensitive information at their own 

side. Our collaborative privacy framework induces a straightforward solution with accurate 

results which are beneficial to both users and service providers. 

 

Keywords: Privacy, Recommender service, Collaborative privacy 

 

 

1. Introduction 

 

Different online social services have been developed since the last decade and they have 

had a profound effect on today’s society.  With the emergence of Web 2.0 and the spread of 

social media, there has been a growing demand of providing services that support social 

network platforms. Content distribution services are perpetually being deployed, where an 

increasing volume of personal data is being processed in return for personally tailored audio 

tracks, videos, and news. This personalization task is performed by a recommender system 

which might be running as a part of the content distribution service or as a third party 

service. In the first case, content distribution service providers are required to buy, build, 

train, and maintain their recommender system infrastructures despite exponential costs. 

Moreover, in order to run this service well, providers need to recruit a highly specialized 

team to tune and handle ongoing problems that arise once the service runs. However, in the 

second case, content distribution service providers could opt for the outsource service 
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model as it enables them to overcome their lack of computational power or expertise.  They 

can plug in and subscribe to a third party service provider running the recommender service 

built on shared infrastructure via the Internet, where user’s data is outsourced to this 

recommender service to perform the desired processing thereon. The recognition of the 

outscore service model is steadily increasing because it simplifies deployment and reduces 

client acquisition costs. Multitenancy feature of those online services permits content 

providers to scale as quick and as much as needed without replacing costly infrastructure or 

adding IT staff. Privacy is the main concern for theses online social service providers as 

service providers might be situated abroad with totally different legal structures and data 

privacy laws. In practice, users have shown an increasing concern for sharing their private 

data, especially in the case of untrusted parties [1]. As a result, the need to protect users’ 

personal sensitive data is more crucial than ever as the users of these services have shown 

an increasing concern for exposing their personal data to untrusted entities so as to receive 

value-added services [1]. They need to realize full control over their sensitive data collected 

by these recommender services and cannot accept a compromise that their data might be 

fully accessible to an external party. This in most cases can forestall these users from fully 

embracing these content distribution services.  

Privacy violations are prohibited in many countries. However, there is an absenc e of 

effective methods to enforce the law. This downside is exacerbated once information is used 

about individuals without their knowledge. As it should, if the customer has the proof that 

his/her privacy has been violated by the merchant, he could complain to the proper 

authorities, so that justice might be served. However, no amount of “justice” can fully 

restore his/her privacy. Two common means can be utilized for guaranteeing the privacy, 

technological, and legislation solutions. The former approach refers to technical methods 

and tools that are integrated into systems or networks to reduce the collection of accurate 

personal data. Such methods and tools are referred to as privacy enhancing technologies 

(PETs). One example of such PETs, which will be mentioned during this paper, is a 

middleware that executes topological formation for data collection along with a two stage 

concealment process that aims to control the amount of information the users reveal in the 

initial contact, and eliminates the necessity to release personal data in the raw form and 

permits the users to act anonymously. As for privacy legislation, it refers to data protection 

legislation restricting the gathering and usage of private personal data by data processors  in 

order to define the best practices for the protection of personal information . Four examples 

for such privacy guidelines are the EU Directives 95/46/EC [2] and 2002/58/EC [3], UK’s 

Data Protection Act and OECD privacy principles [4]. Despite the fact that several nations 

have developed privacy protection laws and regulations to guard against the secret use of 

personal information, the present laws and their conceptual foundations have become 

outdated because of the continuous changes in technology [5]. As a result, these personal 

data reside on databases of service providers, largely beyond the control of existing privacy 

laws, leading to potential privacy invasion on a scale never before possible. It is commonly 

believed that privacy is most successfully protected by a holistic solution that combines 

both technological and legislative efforts. 

Among several existent approaches to recommender services that pride themselves in 

providing accurate recommendations, only a few tackle the privacy issues and aim to 

manage the privacy risk of social recommender systems as addressed by [6]. Most of the 

“privacy-concerned” social recommender services developed nowadays are either based on 

a trusted third-party model or on some generalized architecture. In order to use the service, 

the end-users have to divulge their personal data to the social recommender service and 

expect that the service providers will not use it in a malicious manner. Moreover, other 

systems address this problem with techniques to protect the processing of data stored on 

untrusted providers’ systems. Besides, several of the existing recommender services which 

are based on multi-party recommendation protocols did not take into consideration the 

privacy issue. Therefore, our main challenge in this paper is to design an efficient privacy 

enhancing technology that shields against unauthorized access to the user’s personal data, 

while at the same time exposing a sufficient amount of information to the third party 

recommender service in order to extract useful recommendations.  

This paper presents a novel approach where sensitive data has two copies a concealed 

version, which is located on the recommender service side and a plain version that is stored 
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on the client side. Our approach for enhancing the users’ privacy is to deploy a middleware 

on the client side where his/her data can be either kept private, or released in a locally 

concealed form. The latter implies that data is shared in a private manner after concealing it 

on the user’s side using local concealment techniques/algorithms. We built a middleware 

that takes into consideration the social side during collecting users’ data for these external 

recommender services. This middleware can be utilized for third party recommender 

services to facilitate access to a wealth of users’ data in a privacy preserving manner. Our 

aim is not only limited to preventing the disclosure of sensitive data but also preserving the 

usefulness of data as much as possible to be only effective for the required computation.  

The rest of this paper is organized as follows. In Section 2, related works are described. 

Section 3 introduces OECD privacy principles and their implication in designing PET 

solutions. The proposed solution based on our collaborative privacy framework entitled 

EMCP (Enhanced Middleware for Collaborative Privacy) is introduced in Section 4. In 

Section 5, motivations and restrictions of the various prospective parties in our 

collaborative privacy approach are depicted in detail. Possible scenarios for the 

collaborative privacy framework were demonstrated in Section 6. In Section 7, the 

framework prototype is presented. Finally, the conclusion and future research are given in 

Section 8. 

 

2. Related Work 
 

There are many solutions in the literature that were proposed to achieve privacy in 

recommender systems. The work in [7] was the first proposal to attain this; it considers a 

scenario in which a centralized recommender system generates recommendations using the 

collaborative filtering approach. Users remove some selected parts from their profiles 

before sending them to the recommender. The recommender is able to attain 

recommendations because it was able to predict to some extent the missing parts. Attackers 

cannot learn the original ratings from the protected ones, but users can decide if their 

original ratings are included in the model using zero knowledge protocols. In this way, there 

is no external entity that has access to the private profile of a user. In [8] a privacy 

preserving approach is proposed based on peer to peer techniques using users’ communities, 

where the community will have an aggregate user profile representing the  group as a whole 

but not individual users. Personal information will be encrypted and the communication will 

be between individual users but not servers. Thus, the recommendations will be generated at 

the client side. In [9] a theoretical framework is proposed to preserve the privacy of 

customers and the commercial interests of merchants. Their system is a hybrid recommender 

system that uses secure two party protocols and public key infrastructure to achieve the 

desired goals. In [10, 11] another method is suggested for privacy preserving on centralized 

recommender systems by adding uncertainty to the data using a randomized perturbation 

technique while attempting to make sure that necessary statistical aggregates such as the 

mean don’t get disturbed much. Hence, the server has no knowledge about the true values of 

the individual rating profiles for each user. They demonstrate that this method does not 

essentially decrease the obtained accuracy of the results. But recent research work in [12, 

13] pointed out that these techniques don’t provide the levels of privacy as was previously 

thought. In [13] it is pointed out that arbitrary randomization is not safe because it is easy to 

breach the privacy protection it offers. They proposed random matrix based spectral 

filtering techniques to recover the original data from perturbed data. Their experiments 

revealed that in many cases random perturbation techniques preserve very little privacy. 

Similar limitations were detailed in [12]. Storing the user’s rating profiles on their own side 

and running the recommender system in a distributed manner without relying on any server 

is another approach proposed in [14], where authors proposed transmitting only similarity 

measures over the network and to keep users rating profiles secret on their side to preserve 

privacy. Although this method eliminates the main source of threat against the user’s 

privacy, it requires higher cooperation among users to generate useful recommendations.  

 

 

3. The OECD Privacy Principles 
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The organization for economic co-operation and development (OECD) [4] formulated 

sets of principles for fair information practice that can be considered as the primary 

components for the protection of privacy and personal data. A number of countries have 

adopted these principles as statutory law, in whole or in part in order to govern the data that 

customers outsource for third party services operating at remote sites. These principles can 

be described as follows: 

 

 Collection limitation: Data collection and usage for a remote service should be limited only 

to the data that is required to offer an appropriate service.  

 Data quality: Data should be used only for the relevant purposes for which it is collected.  

 Purpose specification: Remote services should specify upfront how they are going to use the 

data and users should be notified upfront when a system will use it for any other purpose. 

 Use limitation: Data should not be used for purposes other than those disclosed under the 

purpose specification principle without user consent.  

 Security safeguards: Data should be protected with reasonable security safeguards 

(encryption, secure transmission channels, etc.).  

 Openness: The user should be notified upfront when the data collection and usage practices 

started.  

 Individual participation: Users should have the right to insert, update, and erase data in their 

profiles stored on remote services.  

 Accountability: Remote services are responsible for complying with the principles mentioned 

above. 

 

3.1. The Implications of OECD Principles in Designing an Efficient PET 
 

In this section, we will investigate the research work in [15] that classifies the 

implications of the OECD principles with respect to designing an efficient PET. Then we 

will use their suggestions in order to state which of these principles should be considered as 

a norm in designing our proposed PET: 

 

 Collection Limitation: This principle is ambiguous and it is difficult to be applied in our PET. 

The boundaries and content of what is considered private differ among cultures and 

individuals, but share basic common themes. Inspired from the work in [16], we summarized 

the challenges for this principle as boundaries and for each boundary, we describe a tension 

which the boundary has to face. These boundaries are as follows: 

 The Disclosure boundary (privacy and publicity) - we can define this as a tension 

between data elements that is private and public. The user has to decide what to keep 

private and what to make public. 

 The Identity boundary (self and other) - the users need to decide which identity to 

disclose to whom. So, here is a tension between different identities a user might have. 

 Temporal boundaries (Past, Present, and Future) - here is a tension on the time aspect. 

What is not private in the past might become in the future and vice versa and also when 

the information is being persistent much of the actions done in the past cannot be 

undone.  

Our contributions in this research address the first two boundaries. As a result, the end-users 

have the choice to determine a sensible realization for the notion of very sensitive data. 

Moreover, they are responsible for making their data public or private by employing privacy 

preferences languages to specify rules or levels for releasing their data such that a conscious 

automatic choice can be made about which group gets to see what. Also, catering to the 

second boundary, giving the end-users the choice to join a peer-group, using an anonymous 

network or leaving the recommendation process, where the users can join a peer-group only 

with trusted end-users or their friends. However, the temporal boundary is not really addressed 

in this paper, but we plan to address it in future research. 

 Data Quality Principle: Most of the proposed PETs assume that the data is in an appropriate 

form to be processed by the current obfuscation and/or anonymization techniques. However, 

data cleaning methods could be utilized locally to handle imprecision and errors in data before 
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any concealment process. We mitigated this principle by selecting two common types of 

erroneousness in the users’ data, which are incomplete users’ profiles and outliers. Then after, 

we proposed a set of concealment algorithms which take into consideration pre-processing the 

incomplete user profiles and handling outliers on these profiles. Other types of deviations 

should be investigated in future research. Meanwhile, we left the task of handling other 

erroneousness to the user, in order to maintain an accurate profile for the recommendation 

process and to facilitate a straightforward concealment process. 

 Purpose Specification Principle: This principle is relevant for our PET; users should be well 

informed at the outset prior to the collection and processing of their information. 

 Use Limitation Principle: This principle is relevant for our PET and related to the previous 

principle. The gathered information from users must be used only for the purpose that was 

disclosed at the time of collecting it. 

 Security Safeguards Principle: This principle is relevant for our PET but related in general to 

data security. We have mitigated this principle by proposing a middleware that runs at the user 

side and assures anonymity and privacy of each individual user. Within this approach, the 

proposed middleware assigns two profiles per each user, one is a local profile in a plain form 

and it is stored locally on the user machine and the other is a public profile that represents the 

local profile in a concealed form and it is ready to be released for recommendation purposes. 

This approach ensures that the users’ personal data are protected from malicious attackers.  

 Openness Principle: This principle is relevant for our PET; users should know what data 

about them has been gathered and being processed. However, most of the social recommender 

services do not disclose the logic behind the scene due to intellectual property issues. We have 

mitigated this principle by enabling the user to decide either to join or not a certain 

recommendation process and also to control what data to be released for a certain 

recommendation process. 

 Individual Participation Principle: This principle is relevant for our PET; users are aware 

that the generated referrals are related to their released data. Users can challenge the value of 

the offered referrals and decide either to participate or not. Therefore, there should be a certain 

mechanism to carefully outline the weight of this principle to the users.  

 Accountability Principle: This principle is irrelevant for our PET; remote services should 

inform users about the policies related to the usage of the generated recommendation model 

including the consequences of abusing the collected data. This principle is too general in scope 

or area to be utilized for PETs. 

 

Based on the outline we declared above, we categorized the OECD principles into two 

groups according to their influence on the context of designing our proposed PET:  

 

 Group 1: Consists of those principles that should be considered as design principles in our 

proposed PET, such as data quality, purpose specification, use limitation, security safeguard, 

openness, and individual participation. 

 Group 2: Involves some principles that are too general or irrelevant in PETs. Some of those 

principles depend on the applications where PETs are needed, and their effects should be 

understood and carefully evaluated depending on these applications. 

The principles categorized in groups 1 are relevant in the context of our collaborative privacy 

approach and are fundamental for further research, development, and deployment of PETs. 

 

4. Collaborative Privacy Framework using EMCP for Third-Party Social 

Recommender Service 
 

EMCP has been proposed to satisfy the privacy requirements of privacy aware users. In 

our earlier work presented in [17-20], the proposed collaborative privacy framework has 

implemented a two stage concealment process, where each stage utilizes a set of machine 

learning based stochastic techniques that introduce carefully -chosen artificial noise in the 

data so as to retain its statistical content while concealing all private information , in that 

way privacy is achieved for both individual participants and groups of participants.  The 

following terms will be used during the remaining parts of this paper: 
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1. User’s profile refers to the personal information and preferences for individual system 

users. The personal information corresponds to any personally identifiable information 

such as name, gender, zip code, age, address, etc., while preferences correspond to the 

consumed items with their ratings where these ratings are referring to which degree an 

item was interesting to this user. 

2. An individual user is a registered customer/client for the content distribution service. We 

referred to a user who is requesting recommendation as the target user while users who 

are willing to participate in a recommendation process are referred to as participants. 

3. The third party entity that offers the recommendations/referrals was referred to as the 

social recommender service while the entity that delivers the aforementioned 

recommended contents was referred to as the content distribution service. 

4. Both the users and the content distribution service can be called clients for the social 

recommender service, where each social recommender service can serve multiple content 

distribution services with their users using a service-oriented infrastructure. 

 

Each individual user who utilizes the recommendation of the content distribution service 

is hosting and running the EMCP middleware within his/her personal device. EMCP is the 

main architectural element of our collaborative privacy framework, such that EMCP is 

responsible for executing the topological formation protocol for data collection and 

providing controlled access over what personal information is to be released with a different 

degree of granularities to external parties. The content distribution service uses EMCP to 

manage and store the users’ profiles while using the content delivery network of their 

service. The main characteristics of our EMCP middleware architecture is: 

 

 Form the content distribution service’s point of view, EMCP is a decentralized system for the 

storage and management of users’ profiles. 

 Form the user’s point of view, EMCP is a centralized system where all his/her personal 

information and preferences are stored locally on his/her personal device.  

 

As we mentioned earlier, the proposed collaborative privacy framework was 

implemented using EMCP middleware which combines all of these techniques to make it 

possible to efficiently take advantage of this work. EMCP enables participants to be 

organized on a distributed topology during data collection, where participants are organized 

into peer-groups and each peer-group contains a reliable peer to act as a trusted aggregator 

that is an entitled super-peer who will be responsible for anonymously sending the 

aggregated data of members within this peer-group to the social recommender service. 

Additionally after receiving the referrals list, the super-peer will be responsible for 

distributing this list back to its peer-group. Electing these super-peers is based on 

negotiation between participants and a trusted third party; this trusted third party is 

responsible for generating certificates for all participants, and managing these certificates. 

In addition, it is responsible for making assessments on those super -peers according to 

participants’ reports and periodically updates the reputation of those super -peers. 

Utilizing topological formation within our collaborative privacy framework attains 

privacy for participants with relatively low accuracy lose. Moreover, it prevents the service 

provider from creating a centralized database with a raw personal data for each user. 

Additionally, it permits a decentralized execution of a two-stage concealment process on the 

users’ personal data that satisfies the requirements of high scalability and reduces  the risk of 

privacy breaches. The formation of these peer-groups is done through a specific virtual 

topology in order to create an aggregated profile (group profile).  This topology might be 

simple like a ring topology or complex like hierarchical topology (see Figure 2). This 

ordering enables users to attain privacy by collaboration between them. Data is shared 

between various users within the same peer-group after it is locally concealed based on the 

trust level. The super-peer will be responsible for executing a global concealment process 

on the aggregated profile (group profile) before delivering it to the recommender service. In 

this approach, the notion of privacy surrounding the disclosure of the users’ preferences and 

the protection of trust computation between different users are together the backbone of this 

framework. Trust based concealment mechanism was applied at the participant side such 

that trust computation is done locally over the concealed participant’s preferences. Utilizing 
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trust heuristic as input for both group formation and the local concealment process has been 

of great importance in mitigating some of the malicious insider attacks described in [21] and 

maintains an optimized utility for the concealed data [18].  

The two stage concealment process with EMCP executes a set of newly proposed 

stochastic techniques for concealing users’ personal data which are released to 

recommendation requests. This is not a straightforward task as the two stage concealment 

process should make sure that the concealed data is still useful for the recommendation 

phase, which usually requires that changes on the users’ personal data be as small as 

possible. However, users’ profiles are complicated and are an interrelated structure. Making 

small changes on it could cause an unexpected influence on the overall recommendation 

process. The proposed techniques combine approaches from the machine learning clustering 

analysis that consider knowledge representation in the domain of data privacy in order to 

preserve the aggregates in the dataset to maximize the usability of this data, with a view to 

accurately perform the desired recommendation process. The validity of the framework is 

demonstrated by the implementation and evaluation of the proposed solution within a set of 

important innovative applications. A general overview on the proposed framework is shown 

in Figure 1. 

 

 
Figure 1. EMCP Middleware in Third-Party Social Recommender Service.  

 
As a result, the proposed collaborative privacy framework attains anonymity and privacy. 

The anonymity is achieved by utilizing pseudonyms by either running the communication 

through an anonymity network like Tor or by a topological formation that divides users into 

a coalition of peer-groups, whereas each peer-group is to be treated as one entity by 

aggregating its members’ data in one aggregated profile at the super -peer and then this 
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super-peer will handle the interaction with the social recommender serv ice. Individual 

participants might benefit from this anonymity while interacting with the recommender. If 

profiles cannot be identified and assuming that the initial user cannot be traced back, the 

system protects the privacy of the users even if the profi les are sent in clear. However, 

participants’ data privacy is achieved as each participant within the peer -group performs at 

least one stage in the concealment process based on his/her role in the peer -group. 

Traditional members perform a local concealment process before releasing their data to 

external entities. Local concealment is a pre-processing step that is based on clustering the 

sensitive data then applies a concealment algorithm on the extracted partitions, so as to take 

into consideration the correlations and range of different data cells within sensitive data. 

The super-peers of every peer-group aggregates the data received from traditional members 

to form a group profile then execute a global concealment process on the group profile 

before releasing it to the service provider. This sort of two stage concealment process 

enforces anonymity for participants’ identities and privacy for their data.  

 

 
Figure 2. Topology for creating aggregated profile in Peer-groups  

 

 
Figure 3. Inside EMCP Components 

 

4.1. Design of EMCP Middleware 
 

Figure 3 illustrates the components of the proposed enhanced middleware for 

collaborative privacy (EMCP) running inside the user’s local device , which in an earlier 

version was called (AMPR). EMCP consists of different co-operative agents. A learning 

agent captures user interests about miscellaneous items explicitly or implicitly to build a 

rating database and meta-data database. The local obfuscation agent implements a local 

concealment process to achieve user privacy while sharing his/her preferences with super -

peers or the external social recommender service (PRS). The encryption agent is only 

invoked if the user is acting as a super-peer in the recommendation process; it executes 

global concealment on the aggregated profile (collected profiles from the members of the 
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peer group). The two stage concealment process acts as wrappers to conceal preferences 

before they are shared with any external social recommender service.  

Since the database is dynamic in nature, the local obfuscation agent periodically conceals 

the updated preferences, and then a synchronize agent forwards them to the social 

recommender service (PRS) upon owner permission. Thus, recommendation can be made on 

the most recent preferences. Moreover, the synchronize agent is responsible for calculating 

and storing parameterized paths in an anonymous network that attain high throughput, which in 

turn can be used in submitting preferences anonymously. The policy agent is an entity in 

EMCP that has the ability to encode privacy preferences and privacy policies as XML 

statements depending on the host role in the recommendation process. Hence, if the host 

role is as a “super-peer”, the policy agent will has the responsibility to encode data 

collection and data usage practices as P3P policies via XML statements which are 

answering questions concerning the purpose of collection, the recipients of these profiles, 

and the retention policy. On the other hand, if the host role is as a “participant”, the policy 

agent acquires the user’s privacy preferences and expresses them using APPEL as a set of 

preferences rules which are then decoded into a set of elements that are stored in a database 

called “privacy preferences” in the form of tables called “pr ivacy meta-data”. These rules 

contain both a privacy policy and an action to be taken for such a privacy policy, in such a 

way this will enable the preference checker to make self-acting decisions on objects that are 

encountered during the data collection process regarding different P3P policies (e.g.- 

privacy preferences could include: certain categories of items should be excluded from data 

before submission, expiration of purchase history, usage of items that have been purchased 

with the business credit card and not with the private one, generalize certain terms or names 

in the user’s preferences according to defined taxonomy, using synonyms for certain terms 

or names in the user’s preferences, suppressing certain items from the extracted preferences , 

and  insert dummy items that have the same feature vector like the suppressed ones as 

described in [22], limiting the potential output patterns from extracted preferences etc . in 

order to prevent the disclosure of sensitive preferences in the user’s profile). Query 

Rewriter rewrites the received request constrained by the privacy preference for its host. 

 

4.2. The Interaction Sequence between Parties within Collaborative Privacy 

Framework 
 

Figure 4 shows the participants interactions with super-peers and third-party social 

recommender service. A general overview of the recommendation process in the proposed 

framework operates as follows:  

 

1. The target user (user requesting recommendations) broadcasts a message to other users in 

the network requesting a recommendation for a specific genre or category of items. 

Thereafter, the target user selects a set of his/her preferences to be used later in the 

computation of the trust level at the participant side. The local obfuscation agent is 

employed to perform the local concealment process on the released data. Finally, the 

target user dispatches this data to the individual users who have decided to participate in 

the recommendation process.  

2. Each group member negotiates with the security authority centre (SAC) to select a peer 

with the highest reputation to act as a “super-peer” which will act as a communication 

gateway between the recommender service and the participants in its underlying peer-

group. SAC is a trusted third party responsible for making an assessment on those super-

peers according to the member’ reports and super-peer-reputations. 

3. Each super-peer negotiates with both the target user and the recommender service to 

express its privacy policies for the data collection and usage process via P3P policies.  

4. At the participant side, the manager agent receives the request from the target user along 

with the P3P policy from the elected super-peer; then it forwards this P3P policy to the 

preference checker and the request to query rewriter. The preference checker ensures that 

the extracted preferences do not violate the privacy of its host which were previously 

decaled by the use of APPEL preferences. The query rewriter rewrites the received 

request based on the feedback of the preference checker. The modified request is directed 

to the learning agent to start the collection of preferences that could satisfy the modified 

Appendix C: Article X

Page 276 of 388



 

 
A. -M. Elmisery et al.: Holistic Collaborative Privacy Framework for Users’ Privacy in Social Recommender Service      20 

 

query and forwards it to the local obfuscation agent. Finally, the policy agent audits the 

original and modified requests plus estimated trust level and P3P policy with previous 

requests in order to prevent multiple requests that might extract sensitive preferences. 

5. The trust agent calculates approximated interpersonal trust between its host and the target 

user based on the received preference. It is done in a decentralized fashion using the 

entropy definition proposed in [23] at each participant side. The trust agent sends the 

calculated trust value to its pre-specified super-peer. The estimated trust values are 

forwarded to both the super-peers and the social recommender service. Then after, the 

locally concealed data for each participant is sent to the super-peers of their pre-specified 

peer-group.  

6. Upon receiving the locally concealed preferences from each participant, each super-peer 

filters the received preferences based on the trust level. Then, each super-peer builds a 

group profile (aggregated profile) in order to perform the global concealment process on 

this profile. The super-peer can seamlessly interact with the social recommender service 

(PRS) by posing as a user and has a group profile as his/her own profile.  

7. The social recommender service (PRS) runs the recommendation algorithm on the 

received aggregated profile then forwards the generated referrals list along with the 

predicated ratings to each super-peer in the peer-group. Super-peers publish the final list 

to the target user and/or participants. Finally, each participant report scores about the 

elected super-peer of his/her peer-group and the target-user to SAC, which helps to 

determine the reputation of each entity involved in the referrals generation.  

 

 
Figure 4. Interaction Sequence Diagram for Collaborative privacy framework 

 

In order to demonstrate the applicability of this framework, this research presented a case 

study focusing on mobile jukebox service. This scenario is motivated by protecting the 

privacy of users’ profiles while utilizing the jukebox service and its implications. A typical 

user profile with this service contains the user’s personal information along with his/her 

musical tastes and listening habits. The reason for selecting this case study was due to the 

fact that it represents the more pressing issue on privacy research and we hoped to enable 

the deployment of privacy-aware mobile jukebox recommender service using the 
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collaborative privacy approach. Obviously, other practical scenarios still exist for the 

proposed framework. However, in this research we are unable to address all of them. 

 

4.3. The Role of OECD Principles in the Collaborative Privacy Framework 
 

OECD principles rely on the commitment of service providers on revealing their data 

handling practices accurately. However, the current perspective illustrates that it is likely 

for them to not follow these principles in full. We have utilized the OECD principles as 

design guidelines for our collaborative framework. The role of OECD principles in 

designing our proposed PET will be outlined in this subsection, where we have termed the 

proposed PET in this research as an enhanced middleware for the collaborative privacy 

framework which is abbreviated as EMCP. The proposed framework reduces privacy risks 

and facilitates privacy commitment. Moreover, it realizes privacy aware recommendations 

while complying with the current business model of third-party social recommender service. 

The privacy obtained through the proposed collaborative privacy approach is as follows: 

 

 Collection Method: The proposed solution attains an explicit data collection mode. Users are 

aware that a data collection within a recommendation process is happening and they can make 

a wise decision about whether or not to provide their data in this recommendation process. 

Privacy policies such as P3P are utilized to explain to the users how their data is going to be 

used. Users utilize privacy preferences in order to control what data from their profiles gets 

collected in which concealment level. However, formalizing such privacy preferences is not an 

easy task. Users need to realize various privacy issues. Additionally, users need to deduce 

future recommendation requests that might raise privacy concerns for his/her collected data. 

The user can employ an anonymous network while sending this locally concealed data to 

either the super-peer or the social recommender service. 

 Duration: The proposed solution attains a session based collection that allows for a simpler 

service that does not need the storage and retrieval of users’ profiles. The data related to the 

recommendation process is collected from users’ profiles in a concealed form. This concealed 

data is only feasible for recommendation purposes. This reduces privacy concerns as minimal 

data to be collected and also ensures the compliance with privacy laws. The concealed data is 

stored at the third party service in order to enhance the recommendation model and future 

requests. Moreover, this data by default is protected by the privacy protection laws. 

 Initiation: The proposed solution attains a user based recommendation. Users are the entities 

that initiate the recommendation process; each user in the network is aware that a 

recommendation process is happening and he/she can decide whether or not to join it. The 

incentive for participants when joining a recommendation request includes receiving referrals 

regarding a certain topic in a private manner. 

 Anonymity: The proposed solution attains anonymity which aids in preventing frauds and 

sybil attacks. The anonymity is realized within the collaborative privacy framework using the 

following procedures: 

a. Dividing system users into a coalition of peer-groups: each peer-group to be treated as one 

entity by aggregating its members’ concealed data in one aggregated profile at the super-

peer, then this super-peer will handle the interaction with the social recommender service. 

Participants within the coalition interact with each other in a P2P fashion and form a 

virtual topology to aggregate their data.  

b. Using anonymous channels like Tor: Individual participants might benefit from these 

anonymous channels while contacting the recommender service or other members in their 

coalition. 

c. Utilizing pseudonym for users: each user within the system is identified by a pseudonym 

in order to reduce the probability of linking his/her collected profiles’ data with a real 

identity. 

 Local Profiles: Our solution attains local profiles storage. Users’ profiles are stored locally on 

their own devices (Setup box, Smart phone, Laptop...) in an encrypted form. This can 

guarantee that these profiles are attainable only to their owners. Furthermore, in doing so these 

profiles will be inaccessible to viruses or malware that may affect the user’s machine to gather 

his/her personal data. As a result, each user will possess two profiles; one is a local profile in a 
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plain form that is stored locally in his/her machine and it is updated frequently. The other is a 

public profile in a concealed form that is stored remotely at the service provider and it is 

updated periodically within each recommendation process where this user participated. 

 Stochastic Techniques for Data Privacy: Our solution relies on a set of machine learning 

cluster analysis based stochastic techniques. These techniques are to be carried out in two 

consecutive steps within a two stage concealment process. The proposed techniques destroy 

the structure in data but, at the same time, maintain some properties in it which is required in 

the planned recommendation. Additionally, the implementation of such applications 

confirmed that is feasible to make use of and, at the same time, to protect the personal 

sensitive data of individuals, and do so in an accurate way.  

 

4.4. Privacy Management Approach using the Collaborative Privacy Framework 
 

The core hypothesis of our collaborative privacy approach is that personal profiles are 

stored locally at the users’ side of their personal device.  Two related questions may arise in 

the mind; how can we ensure that the end-users will participate in such a solution and what 

are the incentives for service providers to adopt this solution.  We are aware that our 

collaborative privacy approach represents an extreme case for privacy management  and 

enforcement. However, our collaborative privacy approach serves as a proof of the concept 

that fair information practices can be deployed, implemented, and enforced in a more 

efficient way when it is being utilized in service oriented architecture like mobile jukebox 

service rather than adopting the current approaches. In particular, within our framework, 

personal users’ profiles can be handled in a privacy respecting manner that is complying 

with the OECD privacy principles. The recent emergence and spread of user centric 

applications, makes it feasible to fully embrace a privacy enhanced technology (PET) such 

as our collaborative privacy framework. Nevertheless, the growing privacy invasions within 

the current approaches have contributed in facilitating the misuse of personal information , 

which is considered one of the most common problems when taking advantage of digital 

services.  

Due to the previously mentioned reasons, we believe there are some shortfalls in 

separating technological and legislative solutions, which open the doors for us to further 

investigate into a new holistic solution that combines both technological and legislative 

efforts together in a unified framework. The new solution meets the crucial requirements of 

OECD privacy principles and amends the user's control over his/her personal information 

that is released to external parties. In this regard, we developed and evaluated our 

collaborative privacy framework in different scenarios.  Obviously, that much work has to be 

done in order to demonstrate the possibility of applying a solution like EMCP in the various 

business models while complying with varied privacy guidelines.  However, our previous 

research work confirms that our collaborative privacy framework is feasible for different 

applied contexts.  

 

5. Motivations and Restrictions of the Various Prospective Parties in our 

Collaborative Privacy Approach 
 

There are numerous motivations and restrictions for the various parties involved within our 

collaborative privacy framework, which make it not only valuable to the user but also to service 

providers. Our proposed middleware which is employed in the implementation of the framework 

permits the end-users to control the privacy of their released data while interacting with third-party 

social recommender services. This kind of approach is quite flexible and can easily be adopted in a 

conventional business model of the current service oriented based services, like social 

recommender services because it is executed at the user side and it takes advantage of the social 

structure that is offered by the online content distribution service without the need for significant 

modifications at the service provider side. Moreover, service providers can also attain many 

benefits from adopting the proposed framework, such as, promoting a privacy friendly 

environment for their offered services, simplifying the data management process at their side and 

finally reducing their liability to secure their clients’ personal information. 
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5.1. Motivations and Restrictions for Users 
 

Users’ Motivations 

 Attaining ultimate control over their personal information: The users can determine for 

each recommendation request, what super-peers and purposes their data will be released 

for, and what data from their profiles gets collected in which concealment level. 

Additionally, they are aware of how long this data will be retained at external parties.  

 Utilizing up-to-date data for recommendations purposes: Storing the data locally at the 

user side facilitates the creation of accurate profiles and simplifies the update of these 

profiles with the most recent consumption history of these users. As a result, each time a 

recommendation request occurs, the users will release updated data from their current 

profile instead of using outdated data stored at the social recommender service, which will 

allow generating accurate referrals that match their changing preferences and tastes.  

 Specifying their privacy preferences: Users can express their privacy preferences using 

APPEL as a set of rules which are then decoded into a set of elements that are stored in a 

privacy preferences database. These rules will enable EMCP to make self-acting decisions 

on data elements that are encountered during the data collection process regarding 

different P3P policies. 

 Reducing the impact of privacy breaches: In case the occurrence of privacy invasion 

happens at the social recommender service, the leaked users’ data will be worthless with a 

diminished informative value, because it is already concealed with a two stage 

concealment process and cannot be linked directly to a specific user within a peer-group. 

Moreover, the leaked users’ data is concealed in a way to be only useful for 

recommendations purposes and it would be difficult to perform different kinds of 

analytical processes on such data. 

 A third option for privacy aware users: Privacy aware users will no longer have to choose 

between two options, either releasing their whole data to a recommender service which 

they have to trust or not using the service at all. Our collaborative privacy framework 

provides an alternative to the current models of practice. 

 

Users' Restrictions 

 The users have to formalize their privacy preference, which is a critical task, as the users 

need to realize various privacy concerns. Additionally, they need to deduce future 

recommendation requests that might raise privacy concerns for their collected data.  

 The collaborative privacy framework does not fully protect users from malicious super-

peers. The malicious super-peer can uncover the user’s anonymity during the release of 

his/her data to a specific recommendation request. This problem has been mitigated by 

utilizing anonymity networks while sending the data from users to super-peer and 

employing reputation mechanisms in order to select proper super-peers with a stable 

success rate. Moreover, the user’s data is not in a raw form and its privacy is already 

protected with a local concealment process before leaving the user’s device. 

 

5.2. Motivations and Restrictions for Recommender Service Providers 
 

Service Providers’ Motivations 

 Providing accurate referrals: The referrals are extracted from up-to-date data, which is 

collected prior to the start of the recommendation process. This has a number of beneficial 

advantages on the offered service, such as, reducing the users’ frustration, increasing the 

number of potential users for the service, and raising the revenue of the service providers. 

 Using the current social recommendation techniques: adopting the collaborative privacy 

framework does not require the design of new recommendation techniques, the current 

off-the-shelf social recommendation algorithms can be used directly on the concealed data 

without the need to return it back into a raw form. 

 Readiness to be used in the conventional business model of the current service oriented 

based services: Most of the existing service providers find difficulties in integrating 

privacy enhancing technologies within their service, as the addition of privacy and 

cryptography components requires a significant change on their service's back- end 
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infrastructure. Our collaborative privacy framework utilizes the user and social sides of 

the service providers as an infrastructure for the implementation of our framework. The 

collaborative privacy framework is quite flexible and can easily be adopted in the current 

business model of social recommender services because it is executed at the user side and 

it takes advantage of the social structure that is offered by their service without the need 

for significant modifications at the service provider side. 

 Simplifying the data management process at the service side: Within the collaborative 

privacy framework, the users’ profiles are stored on their side on their own devices. 

However, in order to enable the service providers to use the users’ data in more 

sophisticated business processes, a concealed public version of users’ profiles are stored 

on their side to serve the enterprise business’ initiatives of these service providers. 

 Promoting a privacy friendly environment for the offered referrals: Privacy aware users 

will be encouraged to participate on such service, as their personal data will be stored 

locally on their own side and they can decide what data to be released for every request. 

Additionally, the released data will not leave their devices until it is properly concealed. 

 Reducing the liability of service providers in securing their clients’ personal information: 

The responsibility of the service providers for protecting their clients’ personal data is 

alleviated, as the clear and accurate version of users’ profiles are stored on the users’ 

devices. Privacy invasion on these public profiles will not be as harmful as much as it is 

when compared with the ones that occur in the current conventional approaches of 

privacy. 

 Enhance the efficiency of the content distribution providers: The extracted 

recommendations can be used to support the content distribution providers from different 

perspectives, such as maximizing the precision of target marketing and improve the 

overall performance of the current distribution network by building up an overlay to 

increase content availability, prioritization and distribution based on the predicated 

recommendations. 

 

Service Providers' Restrictions 

 Losing the control over users’ profiles: Indeed, the users’ profiles are stored remotely at 

their side, however, the service providers are also holding and storing public profiles from 

previous recommendation processes. Although, the public profiles are an outdated 

snapshot of the users’ data in a concealed form, they are sufficient enough for training, 

building, and maintaining the recommendation model. 

 Potential abuse for the service by malicious users: The anonymity attained by our 

collaborative privacy approach can induce malicious users to perform attacks on the 

service or other users while exploiting the advantage of hiding their identity, thus they can 

escape from legal prosecution. We have introduced the usage of security authority centre 

(SAC), which is a trusted third party responsible for assessing the reputation of each 

entity involved in the referrals generation process. Moreover, SAC is in charge of issuing 

anonymous credentials for each user in the system. Future research should investigate 

how to attain the functionality of SAC in P2P fashion and without relying on a centralized 

entity. 

 

5.3. Privacy Enforcement 
 

Utilizing topological formation for data collection with a two stage concealment process 

within our framework allows the user to control what data from their profiles gets collected 

and in which concealment level. Specifically, the public group profile that is exposed to the 

third party social recommender services contains a set of collected items from the users’ 

profiles that are released to a specific recommendation request. These items usually 

represent a small proportion of items in relative relation to the total number of consumed 

items in the users’ profiles. Moreover, the anonymity and concealment techniques used 

during the data collection process ensure attaining an appropriate privacy level for system 

users. Those are very important aspects in our framework that depicts its ability to diminish 

the impact of the privacy breaches, limit the misuse of personal information, and to enforce 

and verify the attained privacy for its users. Moreover, using P3P policies enable the user to 
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present evidence that his/her preferences were released for a specific recommendation 

process, at a specific time, and for a specific super-peer. 

 

6. Prospective Scenarios for the Collaborative Privacy Framework  
 

The proposed framework was utilized in diverse scenarios to create privacy aware 

versions for three beneficial applications of the social recommender service, which are a 

recommender service for IPTV content providers, data mash-up service for IPTV 

recommender services, and community discovery & recommendation service. Privacy aware 

versions of location based recommendation service and mobile jukebox content 

recommender service were also introduced in order to show the applicability of our 

approach. The implementation and evaluation of such applications of the collaborative 

privacy framework confirmed that it is possible to employ the personal profiles of users 

while preserving their privacy. In the next subsection, we will present a case study for 

mobile jukebox recommender service and how our collaborative privacy framework  can be 

used as a privacy preserving infrastructure to control the privacy for users within the 

recommendation process. 

 

6.1. Case Study: Mobile Jukebox Recommender Service 
 

We consider the scenario where a social recommender service (PRS) is implemented on 

an external third party server and end-users give information about their preferences to that 

server in order to receive music recommendations. The user preferences are stored in his/her 

profile in the form of ratings or votes for different items, such that items are rated explicitly 

or implicitly on a scale from 1 to 5. An item with a rating of 1 indicates that the user 

dislikes it while a rating of 5 means that the user likes it. The recommender service collects 

and stores different users’ preferences in order to generate useful recommendations.  

In this scenario there are two possible ways for the user’s discloser: through his/her 

personal preferences included in his/her profile [24] or through the user’s network address 

(IP). EMCP employs two principles to eliminate these two disclosure channels, respectively. 

The two stage concealment process was used to conceal user’s preferences for different 

items in his/her profile and an anonymous data collection protocol is used to hide the user’s 

network identity by routing the communication with other participants through relaying 

nodes in Tor’s anonymous network [25]. We didn’t assume the server to be completely 

malicious. This is a realistic assumption because the service provider needs to accomplish 

some business goals and increase its revenues. In this scenario, we will use the mobile 

phone storage to store the user profile. However, the mobile jukebox recommender service 

maintains a centralized rating database for storing the group profiles that is used in model 

building. Additionally, we alleviate the user’s identity problems stated above by using 

anonymous pseudonyms identities for users. The recommendation process based on the two 

stage concealment process in our framework can be summarized as follows:  

 

1. The learning agent collects user’s preferences about different items which represent a 

local profile. The local profile is stored in two databases, the first one is the rating 

database that contains (id, rating) and the other one is the metadata database that contains 

the feature vector for each item (id, feature1, feature2, feature3). The feature vector can 

include: genre, author, album, decade, vocalness, singer, instruments, number of 

reproductions, and so on. 

2. The target user broadcasts a message to other users near him/her to request 

recommendations for a specific genre or category of items. Individual users who decide to 

respond to that request perform the local concealment process to conceal a part of their 

local profiles that match the query. The group members submit their locally concealed 

profiles to the requester using an anonymized network like TOR to hide their network 

identities. 

3. After the target user receives all the participants’ profiles (group profile), he/she executes 

a global concealment process to conceal the group profile. Then he/she can interact with 

the recommender service by acting as an end-user and have the group profile as his/her 
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own profile. The target user submits the group profile through an anonymized network to 

the mobile jukebox recommender service in order to attain recommendations.  

4. The mobile jukebox recommender service performs its filtering techniques on the group 

profile which in turn return a list of items that are correlated with that profile. This list is 

encrypted with a private key provided by the target-user and it is sent back on the reverse 

path to the target user that in turn gets decrypted and published anonymously to the other 

users that participated in the recommendation process. 
 

- Local Concealment Process using Clustering Transformation Algorithm (CTA). 

We have proposed a novel algorithm for the local concealment process in order to 

conceal the user’s profile before sharing it with other users. CTA is designed especially for 

the sparse data problem we have here. CTA partitions the user profile into smaller clusters  

and then pre-processes each cluster such that the distances inside the same cluster will be 

maintained in its concealed version. We use local learning analysis (LLA) clustering method 

proposed in [26] to partition the dataset. After completion of the partitioning, we embed 

each cluster into a random dimension space (based on parameter d-dim) so the sensitive 

ratings will be protected. Then, the resulting clusters will be rotated randomly. In such a 

way, CTA conceals the data inside user’s profile while preserving the distances between the 

data points to provide highly accurate results when performing recommendations. More 

details about the algorithm can be found in [27]. 
 

- Global Concealment Process using the Enhanced Value-Substitution (EVS) Algorithm. 

After executing the local concealment process, the global concealment phase starts. The 

key idea for EVS is based on the work in [28] that uses the Hilbert curve to maintain the 

association between different dimensions. In this subsection, we extend this idea as 

following: we also use the Hilbert curve to map m-dimensional profile to 1-dimensional 

profile then EVS discovers the distribution of that 1-dimensional profile. Finally, we 

perform perturbation based on that distribution in such a way to preserve the profile range. 

More details about the algorithm can be found in [27].  
 

 
 

Figure 5. Accuracy of recommendations for the concealed dataset using CTA 
 

- Experiential Results 

To evaluate the accuracy of CTA algorithm with respect to a different number of 

dimensions in the user profile, we controlled the d-dim parameters of CTA to vary the 

number of dimensions during the local concealment process. Figure 5 shows the 

performance of recommendations of locally concealed data in terms of mean absolute error 

(MAE), as shown in the accuracy of recommendations based on the concealed data is a little 

bit low when d-dim is low. But at a certain number of dimensions (500), the accuracy of 

recommendations on the concealed data is nearly equal to the accuracy obtained using the 

original data. In the second experiment performed on the CTA algorithm, we examined the 

effect of the d-dim on privacy level attained in terms of the variation of information (VI) 

metric. As shown in Figure 6, privacy levels decrease with respect to the increase in d-dim 

values in the user profile. The d-dim is the key element for controlling the privacy level 

where smaller d-dim value, the higher privacy level of CTA. However, clearly the highest 

privacy is at d-dim=100. There is a noticeable drop of attained privacy when we change d-
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dim from 300 to 600. The d-dim value 400 is considered as a critical point for the privacy. 

Note that rotation transformation adds an extra privacy layer to the data and in the same 

time maintains the distance between data points to enable the recommender service to build 

an accurate recommendation model.  

In this last experiment which was performed on the EVS algorithm, we measured the 

relation between different Hilbert curve parameters (order and step length) on the accuracy 

and privacy levels attained. We mapped the locally concealed dataset to Hilbert values using 

order 3, 6, and 9. We gradually increased the step length from 10 to 80. Figure 7 shows the 

accuracy of recommendations based on the different step length and curve order. We can 

see that as the order increases, the concealed data can offer better predictions for the 

ratings. This is because as the order has a higher value, the granularity of the Hilbert curve 

becomes finer. So, the mapped values can preserve the data distribution of the ori ginal 

dataset. However, selecting a larger step length increases the accuracy values as large 

partitions are formed with a higher range to generate random values from it, such that these 

random values substitute real values in the dataset.   
 

 
 

 

 

 
Figure 8. Privacy level for different step length and orders for EVS 

 

Finally, as shown in Figure 8 when the order increases a smaller range is calculated 

within each partition which introduces less substituted values compared with lower orders 

that attain higher variation of information (VI)  values. The reason for this is that the larger 

order divides the m-dimensional profile into more grids, which makes Hilbert curve better at 

reflecting the data distribution. Moreover, we can see that for the same Hilbert curve order 

the VI values are generally the same for the different step length except for order 3, in 

which VI values have a sharp increase when the step length grows from 50 to 60. The effect 

of increasing step length on VI values is more sensible in lower curve orders as fewer girds 

are formed and the increase of the step length covers more portions of them, which will 

introduce a higher range to generate the random values from it. So the target user should 

Figure 6. Privacy levels for the concealed 

dataset using CTA 

Figure 7. Accuracy level for different step 

length and orders for EVS 
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select EVS parameters in such a way as to achieve a trade-off between privacy and 

accuracy. 

 

7. The Collaborative Privacy Framework Prototype 
 

We have implemented the collaborative privacy framework prototype with an aim to 

demonstrate the applicability of our approach in real life scenarios. However, we need to 

perform more design work in order to enhance its usability and make it friendlier to comply 

with the changing privacy practices and guidelines. The technologies used to develop our 

collaborative privacy framework are: 

 

1. The proposed two stage concealment process is implemented in C++. The various local 

concealment algorithms were implemented using octave libraries. Moreover, the MPICH 

implementation of the MPI communication standard for distributed memory 

implementation of the global concealment algorithms to mimic a distributed reliable 

network of peers. To implement Paillier encryption scheme, the Number Theory Library 

(NTL) was used. One practical issue that must be dealt with when using the Paillier 

cryptosystem is the fact that it cannot naturally encrypt floating-point numbers. Floating-

point numbers must be converted to a fixed-point representation. This is done by 

multiplying them by a large constant and then truncating the result to an integer. 

2. The Aglets library was used to build different agents within the proposed EMCP 

middleware, which are running inside the user’s device.  

3. P3P policies and APPEL preferences rules standards were used to encode data collection, 

usage practices, and their actions.  

4. MySQL database was used as data storage for storing users’ profiles, polices, and 

privacy preferences that were acquired by the EMCP middleware. 

5. Tor network was used to attain anonymity when sending data between different parties 

within the system, either between the participants and super-peers or between the super-

peers and the social recommender service.  

6. The experiments were conducted using the Jester and Moviedataset provided by 

Goldberg from UC Berkley [29] and Movielens dataset provided by Grouplens [30]. 

 

In order to set-up the proposed collaborative privacy framework, the users have to install 

the EMCP middleware on their personal devices (Setup box or mobile phone). Then after, 

they relocate their stored profiles into meta-data and ratings databases within the learning 

agent. Finally, they formalize their privacy preferences and actions for the various policies. 

The service provides are only required to offer P3P-compliant service by encoding their 

data collection and data usage practices in the form of P3P policies.  

 

8. Conclusions and Future Work. 
 

In this paper, we presented an attempt to develop an innovative approach for handling 

privacy in the current service oriented model. The collaborative privacy framework that was 

developed in complying with the OECD privacy principle has been depicted in detail. The 

proposed framework was implemented as a middleware that we have entitled EMCP 

“enhanced middleware for collaborative privacy”. We gave a brief overview of EMCP 

architecture, components, and interaction sequence. We presented a novel two stage 

concealment process which provides complete privacy control to participants over their 

preferences. The concealment process utilizes a topological formation for data collection, 

where participants are organized into peer-groups, from which super-peers are elected based 

on their reputation. Super-peers and social recommender services use a platform for privacy 

preferences (P3P) policies for specifying their data usage practices. While participants 

describe their privacy constraints for the data extracted from their profiles in a dynamically 

updateable fashion using P3P policies exchange language (APPEL). The proposed 

framework allows a fine grained enforcement of privacy policies by allowing participants to 

ensure the extracted preferences for specific requests do not violate their privacy by 

automatically checking whether there is an APPEL preference corresponding to the given 
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P3P policy. Super-peers aggregate the preferences obtained from the underlying 

participants, encapsulate them in a group profile, and then send it to the social recommender 

service. We have tested the performance of the proposed framework on a case study for 

mobile jukebox recommender service using a real dataset. We evaluated how the overall 

accuracy of the recommendation varies based on various parameters of the two stage 

concealment process. The experimental and analysis results show that privacy increases 

under the proposed framework without hampering the accuracy of the recommendation. 

Thus, adding the proposed framework does not severely affect the accuracy of the 

recommendation based on the off-the-shelf recommendations techniques.  

We realized that there would be many challenges in building a collaborative privacy 

framework for social recommender services. As a result, we focused on a middleware 

approach in our collaborative privacy solution. A future research agenda will include 

utilizing game theory to better formulate user groups, sequential preferences release and its 

impact on the privacy of the whole profile. Furthermore, it is included to strengthen our 

collaborative privacy framework against shilling attacks, extending our scheme to be 

directed towards multi-dimensional trust propagation and distributed collaborative filtering 

techniques in a P2P environment. We also need to perform extensive experiments on other 

real datasets from the UCI repository and compare our performance with other techniques 

proposed in the literature. Finally, we need to consider different data partitioning techniques 

as well as identify potential threats and add some protocols to ensure the privacy of the data 

against those threats.  
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Enhanced Middleware for Collaborative Privacy in Community 
based Recommendations Services 

Ahmed M. Elmisery 1, Kevin Doolin 1, Ioanna Roussaki 2 and Dmitri Botvich 1  

1 TSSG, Waterford Institute of Technology-WIT-Co. Waterford, Ireland 
2 National Technical University of Athens, Athens, Greece 

Abstract. Recommending communities in social networks is the problem of detecting, for 
each member, its membership to one of more communities of other members, where mem-
bers in each community share some relevant features which guaranteeing that the community 
as a whole satisfies some desired properties of similarity. As a result, forming these commu-
nities requires the availability of personal data from different participants. This is a require-
ment not only for these services but also the landscape of the Web 2.0 itself with all its versa-
tile services heavily relies on the disclosure of private user information. As the more service 
providers collect personal data about their customers, the growing privacy threats pose for 
their patrons. Addressing end-user concerns privacy-enhancing techniques (PETs) have 
emerged to enable them to improve the control over their personal data. In this paper, we in-
troduce a collaborative privacy middleware (EMCP) that runs in attendees’ mobile phones 
and allows exchanging of their information in order to facilities recommending and creating 
communities without disclosing their preferences to other parties. We also provide a scenario 
for community based recommender service for conferences and experimentation results.  

Keywords: Privacy; Clustering; Community Recommendations; Middleware 

1        Introduction 

With the popularity of social networks in the last few years, users are incited to build profiles 
containing their preferences, join different groups and utilize various services provided within the 
social platform. Community based recommender service (CRS) is a service running on social 
media platform and aims at providing end-users referrals to join certain sub-communities out of 
large number of communities that are relevant for a given end-user’s interests. This service is 
based on the assumption that end-users with similar preferences have the same interests. CRS 
generates referrals based on end-user profiles containing, for each one, personal data and interests. 
The CRS is usually accessible and open to all attendees. However, this flexibility brings forward 
new threats and problems such as malicious behaviors against different participants from both 
service provider and other participants. For instance, malicious users may get one another’s pri-
vate information, such as current and previous occupations, age and relationship status, even if for 
the user the information is not supposed to be exposed publicly. 

Several strategies have been proposed to control the disclosure of private information. The 
most popular approach is to permit users to maintain a set of privacy rules, according to which a 
decision is performed whether to release or not certain preferences in owner profile. However, 
these approaches are either rather coarse-grained, or require a deep understanding of the privacy 
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control system, any change of one privacy setting may result in unwanted or unexpected behav-
iors. Moreover, these approaches are based on the logic of either to allow or deny releasing cer-
tain preferences in users’ profiles. Once, the data is released the user have no control over it and 
users will be vulnerable for the privacy breaches since released pieces of users’ information is 
often interleaved, adversaries may be able to infer other private information using inference tech-
niques. For example work in [1] shows that private information can be inferred via social rela-
tions, and the stronger the relationships people have in the network, the higher inference accuracy 
can be achieved. 

In this paper, we lay out recommending and creating communities functions within user-side, 
this privacy architecture will help foster the usage and acceptance of our proposed protocols and 
eliminates the risk of possible privacy abuses as the sensitive data is only available to the owner 
but not to any other parties. However, as a consequence of applying our protocols, the structure in 
data is destroyed. In order to facilitate processing of such data, our protocols maintain some prop-
erties in this data which is suitable for the required computation. In rest of this work, we will ge-
nerically refer to attendees’ preferences as interests. This paper is organized as follows. In Section 
2, related works are described. Section 3 presents the proposed middleware EMCP used in this 
work .Section 4 introduces some definition required for this paper. The proposed protocols that 
are used in EMCP are introduced in details in Section 5. In Section 6, the Results from some ex-
periments on the proposed mechanisms are reported. Finally, the conclusions and recommenda-
tions for future work are given in Section 7. 

2        Related Works 

The majority of the literature addresses the problem of privacy on social recommender ser-
vices, due to it being a potential source of leakage of private information shared by the users as 
shown in [2]. In [3] a theoretical framework is proposed to preserve the privacy of customers and 
the commercial interests of merchants. Their system is a hybrid recommender system that uses 
secure two party protocols and public key infrastructure to achieve the desired goals. In [4, 5] a 
privacy preserving approach is proposed based on peer to peer techniques using users’ communi-
ties, where the community will have a aggregate user profile representing the group as a whole 
but not individual users. Personal information is encrypted and communication done between 
individual users but not servers. Thus, the recommendations are generated on the client side. Stor-
ing users’ profiles on their own side and running the recommender system in a distributed manner 
without relying on any server is another approach proposed in [6]. 

3     The Proposed Middleware 

In the scope of this work, we aim to achieve privacy by empowering an individual or group to 
seclude themselves or information about themselves thereby reveal themselves selectively or 
based on levels. We seek to achieve privacy by implementing a privacy by design approach [7] 
where we consider a middleware that governs data collection and processing during community 
building process such that attendees don’t have to reveal private interests in their profiles. This 
will help them to control what they share with various communities and to join specific sub-
community with a customized profile that access only to a subset of their interests. The intuition 
behind our solution stems from the fact that safest way to protect sensitive profiles data is to not 
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publish them online, but keep them at user side. However, in order to gain most of PCRS‘s func-
tionalities, attendees disclose their private data in some way to enable PCRS‘s functionalities. 

EMCP (enhanced middleware for collaborative privacy) is implemented as a middleware run-
ning on top of attendees’ mobile phones [8-13]. EMCP consists of different agents each of which 
has a certain task, but their co-operation is required to attain the whole functionality. The local 
obfuscation agent creates a public profile that is used as an input to encryption agent. The encryp-
tion agent is responsible for executing two cryptographic protocols; first one is private community 
formation (PCF) protocol which builds general communities based on attendees’ profiles, while 
the other one is private sub-community discovery (PSD) protocol that help to discover sub-
communities inside each community. These protocols act as wrappers that conceal interests be-
fore they are shared with any external entity. EMCP requires attendees to be organized into virtual 
topology which may be a simple ring topology or hierarchical topology, this ordering enables 
them to participate in multi-party computations as well. However, PCRS (private community 
based recommender service) is the server that initiates the process to extract different communi-
ties and sub-communities. The scenario we are considering here is the one introduced in [8] it can 
be summarized as following based on conference various themes, research strategies and specific 
topics, the organizers setup a list of available communities on PCRS which act as interaction 
space that supports any interactions between attendees. Each attendee configures his EMCP to 
build a public profile that discloses some information about their general interests that are related 
to conference topics for the purpose of networking and collaboration. Attendees seek to hide from 
the public their specific expertise, previous conference engagements, details of their research 
domains and problems in hand, current and previous funded projects, sessions and presentations 
they are planning to attend and finally their arrival/departure times. Other Private information 
such as names, company, etc, by default is protected by the privacy protection laws. If attendees 
already belonging to previously created group, they can form a sub-community inside the confer-
ence community such that they can participate in discussions and have access to the already ex-
changed opinions. EMCP provides referrals to suitable sub-communities and sessions for at-
tendees based on their interests.  

3.1 Threat Model  

The proposed solution is secure in an honest-but-curious model. Where, every party is obliged 
to follow the protocol but they are curious to find out as much as possible about the other inputs. 
The adversaries we consider here are untrusted CRS and malicious attendees that aim to collect 
other attendees’ interests in order to identify and track them. Moreover we do not assume CRS to 
be completely malicious. This is a realistic assumption because CRS needs to accomplish some 
business goals and increase its revenues. Intuitively, the system privacy is high if CRS is not able 
to reconstruct the real attendees’ private interests. 

4        Problem Formulation  

In the following section we outline important notions used in our previous solution in [8] and 
required in this work, attendees’ profiles can be represented in two categories public profiles and 
private profile. Public profiles is a set of hypernym terms in the same semantic categories for the 
interests in attendee’s profile [8], it represent general information that attendee configures his/her 
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EMCP to disclose, while private profile represents the “hidden” interests that attendee does not 
want to disclose publically to others. Our goal is to protect private participants’ profiles when 
formulating communities and recommending sub-communities since these are the information 
that attendees wish to keep private against both PCRS and third parties. The notion of community 
in this work can be defined: 

Definition 1. A community is the set  , , … , , where  is the number of sub-
communities in , has the following properties: (1) Each  is a 3-tuple , ,  
such that , , … ,  is a set of generalized interests, , , … ,  is a corresponding 
set of attendees, and  is the main-interest of . (2) For each attendee ,  have 
the interests . (3)  is the frequent interest in  profiles, and it represents the “core-point” of 
sub-community . (4) For any two sub-communities  and  1 ,  and , 
  and    . 

5       Proposed Privacy Enhanced Protocols for EMCP 

In our architecture, privacy is attained using EMCP middleware which is hosted in attendees’ 
mobile phones and equipped with two cryptography protocols which are private community for-
mation protocol (PCF) and private sub-community discovery protocol (PSD) that build communi-
ties and sub-communities. EMCP allows the formation of attendees’ communities; such that at-
tendees share the same experience can engage in discussions and exchange experiences. An im-
portant requirement for our solution is the ability of an attendee to search for and join various sub-
communities in private way.  

5.1 Private Community Formation (PCF) Protocol 

Our aim is to cluster attendees’ profiles into different communities. There are two challenges in 
identifying these communities: first one is representation of community, i.e., good intra-
community similarity and inter- community separation. And the second one is the protection of 
private profiles in the process of community identification. In order to do so, attendees build pub-
lic profiles using global information supplied by PCRS (e.g. concept taxonomy and term vocabu-
lary) independently of their profile content, then local obfuscation agent at attendees side start 
mapping their profiles into this global information space to get public profiles as proposed in [8]  

After building public profiles, EMCP invokes the encryption agent to execute PCF protocol 
that is responsible for clustering attendees into general communities, such that each general com-
munity contains various attendees who share similar interests in their profiles. An attendee can 
belong to multiple communities, thus allowing the separation between public profiles from his/her 
private profiles. Our novel secure multi-party computation protocol ensures participants privacy 
when forming communities and matching participant public profile with the list of available 
communities. PCF is executed in distrusted manor; it first creates a bag of interests representa-
tions of each attendee using their profiles data. Then, the extracted interests (words) are stemmed 
and filtered using domain-specific dictionary; these interests associated with a user  are used to 
create a word vector , … . . , where  is the total number of distinct words in 
his/her is profile, and  describes the degree of importance of user  in interest  
(weighted frequency). The further computation proceeds to calculate term frequency inverse pro-
file frequency [14] as following : 
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The similarity function between two attendees’ profiles data should adequately capture the simi-
larity of attendees’ interests, and should be easy to calculate in a distributed and private fashion. 
Specifically, we leverage the Dice similarity for this task. Let V V  be the two word vectors for 
attendees C and  then: 

, 2| | | | | |⁄  
Intuitively, this means that two attendees C and  would be considered similar if they share 

many common words in their associated profiles, and even more so if only a few users share those 
words. Users have high similarity in set of interests will be clustered into the same community. To 
protect user privacy, an attendee’s interests are stored locally and are not disclosed to other parties 
including the PCRS. Therefore, a secure multi-party computation mechanism is needed to com-
pute the similarity between every two attendees. We present in the next sub-section the similarity 
calculation procedure in PCF protocol as follows:  

1. For any attendee ,  and a set of word vectors e w  and e w , the similarity is calcu-
lated in two steps first, it computes the numerator | C D| between attendee C and D and then 
it computes the denominator| C| | D| . 

2. After selecting a super-peer as the root for computations, a virtual ring topology between at-
tendees is employed for calculating the numerator between every two participants. Each public 
profile is associated with certain interests that need to be compared with other participants’ 
public profiles then they submit similarity values to super-peers. Both attendees  and  apply 
a hash function  to each of their word vectors to generate   and  

 . EMCP at attendee  generates an encryption  and decryption  keys then it sub-
mit the encryption key  to . 

3. Encryption agent at attendee  hides  by |   where  is a random 
number for each interest , and send  to . 

4. Encryption agent at attendee  signs  and get the signature , then sends  to  again with 
the same order it receives. EMCP at attendee  reveals set  using the set of   values and ob-
tains the real signature , then it applies hash function  on  to produce .  

5. Encryption agent at attendee  signs the set  and gets signature   then applies same hash 
function  on  to produce SIH H SI  and submits this set to D. 

6. Encryption agent at attendee  compares  and  using the knowledge of ,  gets the 
intersection set ,  that represent|V VD|. EMCP at  applies hash func-
tion  on ,  then it encrypts this value along with  |VD|, |VC| and attendees pseudonyms 
identities using super-peer public key and forwards them to super-peer of this group. 

7. Super-peer collects all these results and decrypts them with its private key. Then it starts to 
cluster participants into communities, such that each community contains participants who 
share similar interests. Super-peer performs S-seeds [8] clustering algorithm as follows first, 
randomly select S attendees’ profiles as clusters representatives. Then, it calculates the distance 
between these S seeds and each data point as specified in PCF protocol. Then, assigns each 
point to the community with the closest seed. Inside each community, choose the point with the 
smallest average distance to other data as the new seed. Finally, repeat last two steps until the 
S-seeds do not change. In S-seeds clustering, only the distance calculations among data points 
are required to identify the communities without disclosing attendees’ profiles. 
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The above protocol performs it computations on  hashed values held by  parties without 
exposing any of the inputs values. This protocol is based on secure multi-party computation 
(SMPC), which was studied first by Yao in his famous Yao’s millionaire problem [15].  

5.2 Private Sub-Community Discovery (PSD) Protocol 

Encryption agent in EMCP executes PSD protocol on the proximate general communities extract-
ed from PCF protocol, PSD protocol determines in a bilateral manor the associated interests with-
in attendees’ public profiles, then the final results is used in building sub-communities. PSD pro-
tocol is adapted from the work in [16, 17] with the intuition that many frequent interests of at-
tendees should be shared within a sub-community (group) while different sub-communities 
should have more or less different frequent interests. However, there are no predefined sub-
communities yet inside these communities; hence PSD should operate with the available bounded 
prior domain knowledge and full dimensional profiles  

Definition 2. (Frequent interests) Frequent interests is a notion similar to frequent itemsets in 
association rule mining, it represent a set of interests that occur together in some minimum frac-
tion of attendees’ profiles. For example, let’s consider two frequent interests, “libraries” and “C”. 
Profiles containing the interest “libraries” may relate to digital archiving services and Profiles that 
contain the interest “C” may relate to Healthcare services. However, if both interests occur to-
gether in many profiles, then a specific interest sub-community related to C-programming should 
be identified. 

Definition 3. (Global Frequent Interests) Global frequent interests is a set of interests that ap-
pear together in more than a minimum fraction of the whole attendees ‘profiles in community ; a 
minimum community support is specified for this purpose. If this set contains k-interests, it called 
global frequent k-interests such that each interest that belongs to this set is called global frequent 
interest. Global frequent interest is frequent in sub-community  if this interest is contained in 
some minimum fraction of attendees’ profiles; a minimum sub-community support is specified for 
this purpose. 

The attendees are arranged in hierarchical topology in order to compute sub-communities, PSD 
protocol can be summarized as follows: 

1. The initialization process of PSD protocol is invoked by PCRS, whereas attendees form groups 
then after they negotiate with each other to elect a peer who will act as a “super-peer” for each 
group. Super-peers distribute a list of 1-candidate frequent interests; therefore, different group 
members run concurrently a local algorithm to generate local frequent interests using their lo-
cal support and closure parameters. we use the algorithm presented in [18] to find global & lo-
cal frequent interests for each group. 

2. After local extraction of frequent interests at each member P , member P  encrypts this local 
list with his own key and send it to member P , such that each member successively sends 
both his local and received lists to next neighbor. Last member in the group P  send collected 
message to the super-peer. Super-peers now, have a set of local supports and closures of candi-
date frequent interests; generating global support is done by making the sum of these local 
supports. The global closure is calculated using intersection of the collected local closure. In 
the same way, repeating the previous steps, super-peer can generate the candidates of higher 
size. In order to decrypt the final results, the super-peer encrypts and sends global supports & 
closures lists to member P  in arbitrary order. Member P  decrypts his encryption from 
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these lists using his own private key, and then sends this list to the next member P  in arbi-
trary order. When super-peer receives these lists back, these lists will be encrypted with his 
own key only, which enables him/her to obtain final results.  

3. For each adjacent set of global frequent interests at super-peer side, we setup an initial sub-
community that includes all attendees’ profiles that contain these interests, such that all profiles 
in this sub-community contain all these global frequent interests. These initial sub-
communities are overlapped because each profile may contain multiple global frequent inter-
ests. PSD will use these global frequent interests as a sub-community representative. Then af-
ter, for each attendee’s profile  , encryption agent determines the best initial sub-
community  using the following score function: ∑

   ∑   

Where w   is a global frequent interest in profile  and this interest is also frequent in sub-
community c  while w  is a global frequent interest in profile r and is not frequent in sub-
community c . e w  and e w  are the weighted frequency of w  and w  in profile , which 
already calculated during the execution of PCF protocol. After this scoring, each attendee‘s 
profile belongs to exactly one sub-community. 

4. For each community, super-peer organizes sub-communities in hierarchical structure using 
global frequent k-interests in each sub-community as representatives. In that case, PSD treats 
all attendees’ profiles in each sub-community as single conceptual profile. The sub-community 
with k-interests will appear at level k in this structure, while the parent sub-community at level 
k-1 must be a subset of its child sub-community’s representatives at level k. The selection of 
the potential parent for each child sub-community is done using scoring function presented in 
previous step. After that, super-peers exchange discovered sub-communities with each other to 
efficiently remove the overly sub-communities based on inter sub-community similarity. The 
same frequent interests might be distributed over multiple small sub-communities obtained 
from different super-peers’ results, thus merging every two sub-communities into one general 
sub-community occurs only if they are very similar to each other. Inter sub-community similar-
ity is similar to scoring function presented before with the only difference is that this similarity 
value should be normalized to remove the effect of varying number of attendees in each sub-
community, it is measured using the following functions: 

∑ ∑
1 

Then,    
   
Where  and  are two sub-communities;  stands for single conceptual profile for 
sub-community .  represents a global frequent interest in both  and  while  represent 

a global frequent interest in  only but not in .  and  are the weighted frequency 
of  and  sub-community .  

5. Finally, for a new attendee, in order to privately recommend suitable sub-communities for 
him/her, EMCP obtains a list of sub-communities representatives then it generalizes his/her 
host interests and extract frequent interests for this generalized profile. EMCP encrypts these 
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frequent interests and measure their similarity with sub-communities’ representatives in order 
to build a list of similar sub-communities. Finally EMCP assigns his/her host to the sub-
community with the highest similarity. 

6         Experiments 

In this section, we describe the implementation of our proposed solution. The experiments are 
run on 2 Intel® machines connected on local network, the lead peer is Intel® Core i7 2.2 GHz 
with 8 GB Ram and the other is Intel® Core 2 Duo™ 2.4 GHz with 2 GB Ram. We used MySQL 
as data storage for the participants’ profiles that is acquired by learning agent. PCRS has been 
implemented and deployed as a web service while EMCP has been deployed as an applet to han-
dles the interactions between its owner, PCRS and other participants; it uses the implementation 
of the MPI communication standard for distributed memory implementation of our proposed pro-
tocols to mimic a distributed reliable network of peers. Our proposed protocols implemented us-
ing Java and boundycastel© library, RSA key length is set to 512 for the experimental scenario.  
The experiments were conducted using a dataset pulled from a recruiter network in Denmark 
(Manpower Professional) in period of 1990 t0 1997. It contains registration data and information 
related to different participants that attend exhibitions organized by this agent which held concur-
rently with various scientific conferences. This data set is comprised of approximately 67,000 
users and contains various details about them. Each of those details fell into one of several catego-
ries: affiliation, expertise, domains, projects, activities, publication and awards, etc. Due to the 
lack of a reliable subject authority, some other categories were discarded from all experiments. To 
generate the public profiles from these profiles we use same method proposed in [8].  

In the first experiment, we want to measure the execution time for PCF protocol, from first step 
to last step at each attendee (excluding the time required to generate RSA keys).  We divided our 
dataset into approximately same number of records and distribute then between 20 participants, 
then we run this experiment 7 times, so each point in the Fig. (1) is the mean value of the 7 runs. 
Additionally, we performed two other experiments in our dataset in which data was not divided 
into parts of same number of records. The first experiment, one client got 60% of total number of 
records and the rest of records were divided to other clients as parts of approximately same num-
ber of records. While, in the second one, one client got 40% of total number of records, other 
clients got the rest. The results of these experiments are summarized in Fig. (1). The results indi-
cate the performance benefits of our protocol, as it is not sensitive to the number of shared inter-
ests.  

In the next experiment, we need to measure the accuracy of extracted sub-communities using 
PSD protocol. In order to evaluate the accuracy of our results, we apply hierarchical agglomera-
tive clustering in our dataset in order to indentify natural sub-communities from attendees’ private 
profiles. These sub-communities are utilized for measuring the accuracy of the results produced 
by PSD protocol. Each cluster represents a sub-community which is constructed from a set of 
attendees’ private profiles who share the same specific interests about the same topic. To measure 
the goodness of our results, we considered two error metrics defined in [19] which are grouping 
error (GR) and critical error (CIE). The first one, the grouping error (GR), takes into account the 
number of attendees’ profiles included in a sub-community, but belonging to a topic different 
from the dominant topic in that sub-community. The second one, the critical error (CIR) measures 
the number of attendees’ profiles belonging to a topic that is not the dominant one in any sub-
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community. The graphs in Fig.(3) and (4), contain both GR and CIE values for the results ob-
tained from both hierarchical clustering and PSD protocol for different number of sub-
communities. This experiment is performed on two versions of our dataset; attendees’ generalized 
profiles are utilized by our PSD protocol, while hierarchical agglomerative clustering utilizes 
attendees’ private profiles that should kept private in our scenario. 

 

  

 

 

 

 

We can deduce that both GR and CIE for PSD decrease with the increase in no. of sub-
communities till reaching natural number of sub-communities. This indicates that achieving pri-
vacy is feasible and does not severely affect the accuracy of the generated sub-communities. 

In the last experiment on PSD protocol, we want to measure the overhead of the execution time 
when applying PSD protocol to preserve attendees’ privacy. We divided our dataset into different 
number of records from 30.000 to 67.000, such that each party held approximately the same num-
ber of records. We recorded the execution time when applying our PSD with encryption and 
without encryption on this data, then we calculated the percentage as following: 

  
  100 . The graph in Fig. (5) shows time 

Fig.1. Execution Time for PCF Protocol  Fig.2. Recommendations Accuracy and Privacy 

Fig. 4. Critical Error (CIE) of PSD Protocol  Fig.3. Grouping Error (GR) of PSD Protocol 

Fig.6. Co-authors vs. Unknown, Accurate vs. Inaccurate Fig. 5. Percentage Time for PSD Protocol  
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comparison of our PSD protocol with and without encryption for different sizes of our dataset. 
From the results, we can find that the proposed PSD protocol has a reasonable performance and 
the privacy preserving nature has marginal impact on the execution time in comparison with non 
encryption option.   

In order to measure the correctness of our solution to capture correlated interests between at-
tendees. We extracted sample data from conference proceeding related to 500 authors and co-
authors. We crawled authors’ website to create public profiles for them. Our aim here is to deter-
mine if our proposed solution can group attendees in the same sub-community and help them to 
find the right people to communicate or work with. For every sub-community recommendation 
for each participant in the conference, we need to test whether or not participants knew each other 
in this sub-community from previous work and if this recommendation accurate or not. Fig. (6) 
shows a breakdown of the results by our protocols, the percentage of unknown attendees recom-
mended by EMCP are shown above the horizontal center line and the percentages of co-authors 
below. The chart also shows the percentage of accurate versus inaccurate in two different colors. 
PCF algorithm recommends other participants than the co-authors, which is not surprising be-
cause it mostly creates communities considering only similar interests without take in considera-
tions the correlations between these preferences. In contrast, applying PCF and PSD extract sub-
communities for people that are likely similar as sub-communities relies heavily on associations 
between preferences. These results confirm our intuitions that the more associations between 
participants’ preferences, the more accurate sub-communities are produced.  

In the last experiments, we evaluated the proposed solution from different aspects: privacy 
achieved and accuracy of results. We used precision and recall metrics proposed in [8] to measure 
privacy and accuracy of the results, The results are shown in Fig. (2). As we can see, a good 
quality is achieved due to: identifying communities that involve different sub-communities ena-
bles accurate recommendations to the attendees who share the same interests. Also, the effect of 
each interest inside the community can be easily measured, which enables to detect and remove 
outlier values that are very different than the general interests. We also evaluated the leaked pri-
vate interests of different attendees when running our solution. We consider users, who published 
portion of their real interests in their public profiles, for each of these users; we tried the attack 
procedure proposed in threat model to reveal other hidden interests in their profiles based on the 
sub-community they belong. The obtained interests are quantified using our proposed metrics and 
the results are shown in Fig. (2). As we can see, our solution manages to reduce privacy leakages 
for exposed attendees’ private interests, However, the revealed interests are only a hashed 
hypernym terms for attendees private interests. 

7        Conclusion And Future Work 

In this paper, we presented our attempt to develop an enhanced middleware for collaborative 
privacy for community based recommender service in conferences or exhibitions. We gave a brief 
overview of EMCP architecture and proposed protocols. We tested the performance of the pro-
posed protocols on a real dataset. The experimental and analysis results show achieving privacy in 
recommending sub-communities is feasible under the proposed middleware without hampering 
the accuracy of the recommendations. A future research agenda will include utilizing game theory 
to better formulate user groups, sequential preferences release and its impact on privacy of whole 
profile. 
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Diagnosis Support on Cardio-Vascular Signal 
Monitoring by using Cluster Computing 

Ahmed M. Elmisery, Martín Serrano and Dmitri Botvich 

Telecommunications Software & Systems Group, Waterford Institute of Technology,  
Waterford, Ireland. 

Abstract. The support for remote data processing and analysis is a necessary re-
quirement in future healthcare system. Likewise interconnect/manage medical de-
vices and distributed processing of data collected through these devices are crucial 
processes for supporting personalised healthcare systems. This work introduces 
our research efforts to build a monitoring application hosted on a cluster comput-
ing environment supporting personalised healthcare systems (pHealth). The appli-
cation is based on a novel distributed clustering algorithm that is used for medical 
diagnosis of cardio-vascular signals. The algorithm collects different statistics 
from the cardiac signals and uses these statistics to build a distributed clustering 
model automatically. The resulting model can be used for diagnosis purposes of 
cardiac signals. A cardio-vascular monitoring scenario in cluster computing envi-
ronment is presented and experimental results are described to demonstrate the ac-
curacy of cardio-vascular signals diagnosis. Advantages of using data analysis 
techniques and cluster computing in medical diagnosis also discussed in this work. 

Keywords: Personalised Health Systems, ICT enabled Personal Health, Health Monitor-
ing, Pervasive Computing on eHealth.  

1  Introduction 

Trends in the next generation of healthcare systems demand applications that 
can allow prevention of diseases even before they are apparent by using assisted 
sensors and networks (Yanmin et al. 2009; Lupu et al. 2008). Personalised health-
care systems (pHealth) (Gatzoulis,Iakovidis 2008) is one application that can 
achieve this objective by presenting a personalized healthcare services. With per-
sonalised healthcare services people can receive more accurate diagnostics and 
early medical assistance. Designing these systems according to individual re-
quirements and based on health data being collected from wearable sensors is 
challenging task. These systems demands a local processing for the health data 
and capabilities for distributed data analysis (Herzog et al. 2006) as well as a net-
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work infrastructure with high performance (ICT’s) to be able to react in real-time 
to variations in the data. Cluster Computing and other distributed computing envi-
ronments have demonstrated their advantages in pHealth systems by offering scal-
ability, availability as well as ability to process massive amount of data (Neves et 
al. 2008). However, privacy of health data is a main requirement that must be 
taken into consideration when developing pHealth systems in these environments. 

Modern medicine can benefits from pHealth systems by building user’s health 
profiles that can offer personalised support, early assistance, accurate diagnostics 
and quick response when symptomatic diseases are detected during the local and 
remote analysis of these profiles. Also, pHealth systems provide procedures to 
support monitoring the progress of diseases as well as their therapeutic interven-
tion. A key goal in pHealth systems is the ability to perform analysis on either data 
taken during normal activities or data based on regular medical checks. As a con-
sequence, the people activity/freedom is not affected and accurate results can be 
attained. Modern pHealth systems allow people to continue their activities and en-
visage a real time and interactive environment for patient-doctor information ex-
change. A clear advantage when using these systems is to offer accurate diagnos-
tics for remote healthcare subscribers. 

We concentrated on distributed clustering as an analysis tool to support health-
care services. This work presents our efforts to build a framework for personalised 
healthcare applications management. The main objective for this research is to in-
troduce an application for distributed learning clustering (DLC) algorithm (Elmis-
ery,Huaiguo 2010) in the diagnosis of cardiovascular signals. The rest of the work 
is organized as follow: Section 2 discusses cluster computing as a processing envi-
ronment to support personalised healthcare applications. Section 3 describes re-
search work results as part of integral cardio-vascular monitoring system in the 
framework for personalised healthcare applications management introduced in this 
work. And finally Section 4 summarizes the research advances and concludes this 
work. 

2  Cluster Computing Environment Supporting Personalised 
Healthcare Applications 

This research introduces a framework for personalised healthcare applications 
management that can manage different healthcare applications running in the same 
computing environment. This framework is hosted in a cluster computing envi-
ronment to support massive health data analysis, distributed data storage and 
health communication networks see Figure (1). Cluster computing play an impor-
tant role as a processing environment for health data; as it empowers the execution 
of different health application and the exchange of the data between them.  

The end-user (i.e. patient or healthy people) has a main role to supply the ap-
plications’ databases with his/her health data. This allows these applications to 
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build accurate models for diagnosis and monitoring of health status. Also, the end-
user has an important role in the evaluation and enhancement of these applica-
tions.  

The development of user centred systems is crucial and highlights the end-user 
role in healthcare research and technological development practices. Personalised 
healthcare applications require an active role for the end-user, as he/she submits 
health data to the health applications then he/she implies the correct understanding 
of the medical information provided by the health application. This feature acts as 
a playground for the healthcare applications to develop a new applications and 
services. 

 

Fig. 1. Cluster computing as to support personalised healthcare applications 

We assume that patients keen to build a local knowledge in order to deal with 
the alternative solutions of their health problems. The information obtained by 
end-users can help to enrich health knowledge and research activities. For exam-
ple if a drug is being consumed by mid-long term period of time. It is difficult and 
expensive to track the side-effects for it in order to improve or change that drug, 
but if the patients play the role of self monitoring assisted with ICT’s, they can 
provide valuable data to assist medical professionals in this task. 

3  Personalized Medical Support for Cardio-Vascular 
Monitoring 

 This section describes related interdisciplinary application for cardio-vascular 
monitoring in the framework of personalised healthcare systems. In this applica-
tion, we employ data clustering techniques to group different cardiovascular sig-
nals in order to assign a patient to a physiological condition using no prior know-
ledge about disease states. We used a new clustering algorithm called distributed 
learning clustering algorithm (DLC). DLC is based on the idea of stage clustering 
and offers many advantages than current clustering algorithms, as following: 

Appendix E: Article XV

Page 369 of 388



4  

– The algorithm produces clusters with acceptable accuracy; these clusters 
have different shapes, sizes and densities. 

– The algorithm was designed with the goal of enabling a privacy preserving 
version of the data. 

– The algorithm helps the user to select proper values for its parameters, and 
tune parameters for better results. 

– The algorithm present different statistics for clustering validity in each 
stage, and use these statistics to enhance the resulting clusters automatical-
ly. 

– The applicability in the algorithm to work in networked environments 
(p2p, cluster computing or grid systems). 

Figure (2) depicts the different processes inside our proposed personalized 
medical application that is used for supporting the diagnosis of cardiovascular sig-
nals. In order to enhance the model building process in that application, we pro-
posed an adaptive strategy that utilizes both patient cardiovascular signals and es-
tablished ECG medical databases, that is more suitable for remote diagnosis. The 
process described as following: 

 

Fig. 2. Personalized Medical Application for Early Cardio-vascular Diagnostics 

1. Use the MIT BIH Arrhythmia database (Moody,Mark 1990) to build an initial 
clustering model. 

2. Test the model on the patient. 
3. Collect the new ECG data from this patient. 
4. Store the records that achieve high error values beyond a predefined threshold 

in different Database. 
5. Send these data to cardiologists for detailed analysis. This process is done off-

line. 
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6. Collect the cardiologists’ annotation and use these data in the model tuning 
process. 

ECG recordings carry significant information about the overfull behavior of 
cardiovascular system and physiological patient conditions. The ECG signal is 
pre-processed to remove noise and abnormal features, extract features and select 
certain features that will have high influence on our DLC clustering algorithm. 
The relevant information is encoded in the form of feature vector that is used as 
input for DLC algorithm. The key goal for the DLC algorithm is to be able to find 
patterns in the ECG signals that effectively discriminate between different condi-
tions or categories under investigation.  

3.1  ECG Signal Analysis 

This section introduces the formalism used for data analysis (Clifford et al. 
2006). In the start, each signal is pre-processed by normalization process which is 
necessary to standardize all the features to the same level. After that, we adjust the 
baseline of the ECG signal at zero line by subtracting the median of the ECG sig-
nal (Yoon et al. 2008).  ECG signals can be contaminated with several types of 
noise, so we need to filter the signal to remove the unwanted noise. ECG signals 
can be filtered using Low pass filter, high pass filter and Notch filter (Chavan et 
al. 2008). As shown in figure (3), the ECG signal consists of P-wave, PR-interval, 
PR-segment, QRS complex, ST-segment, and T-wave. The QRS complex is very 
important signal that is useful in the diagnosis of arrhythmias diseases. In general 
the normal ECG rhythm means that there is a regular rhythm and waveform. Cor-
rect detection of QRS-complexes forms the basis for most of the algorithms used 
in automated processing and analysis of ECG (Kors,Herpen 2001).  

 
Fig. 3. ECG Signal Analysis Process Using QRS Metrics (Atkielski 2006)  

However, the ECG rhythm in a patient with arrhythmia will not be regular in 
certain QRS complex (Dean 2006). Our QRS detection algorithm must be able to 
detect a large number of different QRS morphologies in order to be clinically use-
ful and able to follow sudden or gradual changes of the prevailing QRS morphol-
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ogy. Also it should help to avoid errors related to false positives due either to arti-
facts or high amplitude T waves. On the other side, false negatives may occur due 
to low amplitude R waves. 

3.2 Clustering Analysis for ECG Signal 

Clustering analysis aims to group collection of signals or cases into meaningful 
clusters without need to prior information about the classification of patterns. 
There is no general agreement about the best clustering algorithm (Xu,Wunsch 
2005); different algorithms reveal certain aspects of the data based on the objec-
tive function used. The clustering algorithm learns by discovering relevant simi-
larity relationships between patterns. The result of applying such algorithms is 
groups of signals evince recurrent QRS complexes and /or novel ST Segments; 
where each group can be linked to significant disease or risk.  

Detecting relevant relationships between signals addressed in the literature us-
ing different clustering algorithms. For example, the work in (Iverson et al. 2005) 
applied point wise correlation dimension to analysis of ECG signals from patients 
suffer from depression. The results obtained in this study indicate that clustering 
analysis able to discriminate clinically meaningful clusters with and without de-
pression based on ECG information. Authors in (Dickhaus et al. 2001; Bakardjian 
1992) cluster collected ECG data into clinically relevant groups without any prior 
knowledge. This emphasized the advantage of clustering in different classification 
problems especially in exploratory data analysis or when the distribution of the da-
ta is unknown.  

For detecting the R-peaks in the ECG signal y k , we use an algorithm pro-
posed in(S. et al. 1997). It starts searching for local modulus maxima at large scale 
then at fine ones. This procedure reduces the effect of high frequency noise; also it 
uses adaptive time amplitude threshold and refractory period information and re-
jects isolated and redundant maximum lines (artifacts, high amplitude T wave or 
low amplitude R waves). Detecting R-peaks starts with calculating zero crossing 
of the wavelet between a positive maximum- negative minimum that is marked as 
R-peak m . Once R-peaks are found, the RR-interval between each two con-
secutive heartbeats is computed by: 

RR e m e 1 m e   (1) 
Where e refers to heartbeat sequence index. For heartbeat segmentation purposes, 
starting and ending points are obtained as follows: 

y k y m e 0.25RR e : m e 0.75RR e       (2) 
The length of this interval is different for each heartbeat; figure (4) illustrate the 
detection of RR-interval. The length variability is removed by means of trace 
segmentation. 

Following that, Feature extraction is performed using WT decomposition. The 
heartbeats will represented as an array of time-varying duration, In order to com-
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pare the heartbeat morphologies it is necessary to use a proper dissimilarity meas-
ure for DLC algorithm. In this work, we used dynamic time warping (DTW) used 
in (Cuesta-Frau et al. 2007) to find an optimal alignment function between two se-
quences of different length. The heartbeat is considered if its dissimilarity measure 
with other elements in the resulting set is higher than a specific threshold. The 
DLC clustering can be expressed as following:    

 

Fig. 4. Illustration for the detection of RR-interval in ECG Signal 

Consider  is the set of  heartbeats, the goal of local learning and analysis LLA 
step is to find , with  beats, where . All dissimilar heartbeat is repre-
sented in , … .  and similar ones are omitted. Then in distributed clustering 
step (DC) step the set , … .  is partitioned to a set of clusters 

, … . ,where each cluster contains proportionate heartbeats. Table 2, shows the 
resulting heartbeats after the execution of LLA step. 
 

Table 1. Heartbeat used 

Resulting heartbeats after Pre-processing and LLA

label Normal Lbbb Rbbb PVC Ap P Total 

No.beats 1730 1320 861 1763 935 843 7452 

Table 2. Resulting heartbeats after LLA 

 

 

 

 
 

Table 3. Abbreviations Used 

Our first experiment done on DLC to measure its accuracy in determining dif-
ferent heartbeat clusters, The figure (5) shows the relation between merge error in 

Set of heartbeats used in experiment 

label Normal Lbbb Rbbb PVC Ap P Total 

No.beats 9870 7361 6143 8450 2431 7340 41595 

Label Meaning 

Normal Normal beat 

Lbbb Left bundle branch block beat 

Rbbb Right bundle branch block beat 

PVC Premature ventricular contraction

Ap Atrial premature beat 

P Paced rhythm 
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DC stage and the number of clusters. As shown in figure (5), the merge error 
(LET) decreases which indicates only equivalent heartbeat clusters are being 
merged.  

In order to evaluate the performance of our algorithm, we used two error me-
trics defined in (Cuesta-Frau et al. 2003) . The first metric is clustering error (CR) 
which is the percentage of heartbeats in a cluster that do not correspond to the 
class of such cluster. Second metric is the critical error (CIE) which is the number 
of heartbeats in a class that do not have a cluster and are therefore included in oth-
er’s classes’ clusters.  

 

Fig. 5. Relation between Different Clusters and Merge Error 

                                                          
(a)                                                                (b)   

Fig. 6. (a) The Values of CR for Different No. of Clusters. (b) The Values of CIE for Different 
No. of Clusters 

In the second experiment, we want measure the relation between different no. 
of clusters and the values of clustering error (CR) and critical error (CIE). Based 
on figure 6(a) and (b), we can deduce that both CR and CIE for DLC algorithm 
decrease with the increase in no. of clusters till reaching correct number of clus-
ters. In The third experiment, we compare the results of DLC with other clustering 
algorithms, here we select BIRCH and k-means; we tune the parameters in each 
algorithm to get the same number of clusters. Figure 6(a) and (b) contain both CR 
and CIE values for each algorithm for different number of clusters. The results 
show the accuracy of the results achieved using DLC compared to other algo-
rithms. 
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3.3 Privacy in Clustering Cardiovascular Data 

Privacy aware users consider ECG signals sensitive information, as these sig-
nals allow the health application providers to infer different mental condition for 
the patients (depressed, afraid, walking or running… etc). As a consequence, they 
require certain levels of privacy and anonymity in handling their signals. Our aim 
is to permit clustering of ECG signals without learning any private information 
about the patient. In reality, these signals do not need to be fully disclosed to the 
healthcare provider in order to build an accurate model. We preprocess the wave-
lets coefficients using LLA step to build up sets of initial clusters where the end-
user patters are compared with each other locally, then we take the representatives 
of each initial cluster as an input to the distributed clustering (DC) step. These rep-
resentatives used as pattern reference to associate clusters patters with same dis-
eases. Also LLA uses wavelets transformation to preserve privacy for ECG signals 
by decomposing wavelet coefficients .These two steps affect on both accuracy of 
the results and privacy level attained.  

4  Conclusions 

This work has introduced our vision for a personalized health systems based on 
monitoring ECG signals as an application example. Research efforts have been 
conducted to promote cluster algorithm as an alternative solution for finding out 
data similarities between cardio-vascular patterns and clusters previously diag-
nosed/detected. We have introduced a novel solution using DLC algorithms to 
cluster morphological similar ECG signals and enforcing privacy when matching 
these patterns. Experimental results were done in set of ECG recordings from MIT 
database. DLC yielded 99.9% clustering accuracy considering pathological versus 
normal heartbeats. Both clustering error and critical error percentage was 1%. We 
will continue investigating computing techniques to map cardiac patterns for dif-
ferent heart diseases and produce reactive solutions in the communications sys-
tems. 
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Abstract. With the rapid growth of social media platforms, more purpose driven social networking sites have emerged and gained 

much popularity. In healthcare, Health Social Networks (HSNs) have become an integral part of healthcare to augment the ability of 

people to communicate, collaborate and share information in the health care domain despite obstacles of geography and time. Doctors 

disseminate relevant medical updates in these platforms and Patients take into account opinions of strangers when making medical 

decisions. This paper introduces our efforts to develop a core platform called Distributed Platform for Health Profiles (DPHP) that 

enables individuals or groups to control their personal health profiles. DPHP stores user’s personal health profiles in a non-proprietary 

manner which will enable healthcare providers and pharmaceutical companies to reuse these profiles in parallel in order to maximize 

the effort where users benefit from each usage for their personal health profiles. DPHP also facilitates the selection of appropriate data 

aggregators and assessing their offered datasets in an autonomous way. In addition, DPHP preserves the privacy of the merged health 

profiles from multiple sources, which were involved within the data aggregation. Experimental results were described to demonstrate 

the proposed search model in DPHP platform. Multiple advantages might arise when healthcare providers utilize DPHP to collect data 

for various data analysis techniques in order to improve the clinical diagnosis and the efficiency measurement for some medications in 

treating certain diseases. In addition to other related healthcare areas where were discussed in this paper.  

Keywords: Personal Heath Profiles; Community; Health Social Networks; ICT enabled Personal Health 

1 Introduction 

The raise of social networks as an effective tool for 

the interaction between people and as a platform for shar-

ing their health conditions, leads to the appearance of 

more purpose driven social networks in healthcare. Uti-

lizing social networks as an integral part of healthcare 

has made a significant impact in digital healthcare and 

the emerging of what is referred to as Health social net-

works (HSNs). Health Social networks hold a considera-

ble potential value for health care organizations [1] be-

cause they fetch people together for collaboration and 

collect information related to their experiences and re-

flections. One-third of Americans who go online try to 

find fellow patients similar to their health status to dis-

cuss their conditions [2] and 36% of the users utilize 

other users’ information and opinions on social networks 

before making medical decisions[3]. Health Social net-

works (HSNs) [1] were initially directed at patients but 

different caretakers and researchers may be able to par-

ticipate within it. HSNs hold a considerable potential 

value for health care organizations because they can be 

used to reach collaborators, accumulate information and 

facilitate an effective partnership. However, Trends in 

the next generation of healthcare systems demand appli-

cations that can allow prevention of diseases even before 

they are apparent by using advanced analytics and learn-

ing techniques [4, 5]. 

Health social networks can also be employed to pro-

vide real dataset regarding clinical trials. The existence 

of health social networks makes traditional clinical trials 

more efficient through the availability of large searchable 

online databases of patients’ information which contains 

their health history and conditions. Pharmaceutical firms, 

healthcare analysts, health policy planners and other 

interested parties can assess the demand and market size 

directly from health social network websites. To date, 

there are numerous paradigms for health social networks 

that exist on the internet including PatientsLikeMe®, 

DailyStrength®, CureTogether®, peoplejam® and Orga-

nizedWisdom®. The largest and well-known health so-

cial network is PatientsLikeMe which launched in 2004, 

and it hits a new milestone of 100,000 members as of 

June 2011. PatientsLikeMe® and Inspire® are an exam-

ple of two health social networks offering access to clini-

cal trials, selling anonymized data to pharmaceutical 

companies, universities and medical research labs. As an 

example for low cost patient recruitment using HSNs, in 

May 2008, Novartis recruited clinical trial participants 

from PatientsLikeMe® estimating that they could reduce 

the time required for their study of a new medicine for 

only a few months [6]. In another case, PatientsLikeMe® 

was utilized to gather ALS patients for a research project 

and this project has managed to collect 50 DNA samples 

[7]. This effect might not seem high but the time and cost 

savings in recognizing, inspecting, contacting and obtain-

ing responses from relevant patients is critical.  

HSNs can lead to discovering new findings that can 

help to understand natural history and development of 

various diseases by utilizing quantitative analysis tools 
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on massive data that is gathered through various patients’ 

communities who are continuously interacting and re-

porting their health conditions and medical history. For 

example, PatientsLikeMe® has an in-house research staff 

which is publishing some of their healthcare research, 

such as their research that is related to determining the 

non-motor symptoms of Parkinson’s disease in younger 

patients [8]. HSNs are equipped with health tracking 

process that can be employed by patients to provide their 

experience and feedback to the clinical trials process 

including their response to the drugs. For example, pa-

tients registered in PatientsLikeMe® network have no-

ticed and suggested a set of corrections and improve-

ments to the graphical display of the data in ALS clinical 

trials [9].  

The next generation of HSNs is based on patient-

inspired research, which is also called crowd-sourced 

health research. These novel HSNs were emerged as 

experienced patients may no longer have the willingness 

to wait for formal research findings and medical clinical 

trials, and can possibly fill the gap for rare diseases that 

do not make outstanding business cases in the existing 

Healthcare model. The experienced patients can study 

and review research literature on their own and investi-

gate new findings, tracking the results, sharing the in-

formation and running non-traditional clinical trials with 

themselves. As an example, a patient registered in Pa-

tientsLikeMe®, diagnosed with rapidly progressive and 

young-onset ALS, managed to collected information 

regarding other 250 patients regarding a self-experiment 

with lithium [10] for a research study. This patient-

inspired research had found [11] preliminary results re-

garding the use of lithium as a therapy does not slow the 

disease progression. This example highlights the power 

of patient-inspired research and role of patients in medi-

cal research. The ownership of that healthcare process 

and the concomitant controversial legal, ethical, method-

ological is other issues. However, fraud and privacy 

breaches are likely to arise in HSNs as there are signifi-

cant economic incentives for drugs and other treatments 

to have high patient usage statistics and favorable reputa-

tions. This requires a platform that is able to select data 

in a more rational and similar way to human ones only in 

a shorter period of time autonomously and automatically 

while preserving the privacy of participants.  

This paper introduces a proposed platform that we 

called “Distributed Platform for Health Profiles” (DPHP) 

that can extract helpful datasets for clinical trials and 

detect fraudulent aggregators. DPHP utilizes a search 

model that considers multiple attributes of various data 

aggregators and their offered data, such as success crite-

rion and trust rank for each aggregator beside price, type, 

accuracy level, anonymization level, tuples types, no of 

records, gathering method and demographic for each 

dataset offered by such aggregator. Furthermore, DPHP 

facilitates a tendering process where aggregators tender 

their personal health data in an intelligent manner. Priva-

cy concerns for the participants have obliged DPHP to 

utilize the privacy enhancing framework proposed in [12-

17] in order to give the patients confidence that the usage 

and disclosure of their healthcare profiles and related 

demographic information are under their control. This 

work is structured as follows. In Section 2, related works 

are described. Section 3, briefly introduces the proposed 

DPHP platform (Distributed Platform for Health Pro-

files). Section 4, describes our proposed fuzzy search 

model and Section 5 presents a case study to illustrate 

this fuzzy search model on proposed platform. Section 6 

concludes this paper. 

2 Related Works 

The current literature addresses the problem of ex-

ploiting social data from the prospective of knowledge 

sharing. In some systems, very general techniques like 

the ones that were exploited in the information filtering 

research are used to search the heterogeneous infor-

mation sources with little information available about the 

users’ needs. The users should be assisted while explor-

ing data in social data, the system should keep track of 

their actions to identify their real needs in order to extract 

suitable data that is matching their needs. In [18, 19] a 

peer to peer approach is proposed based on the users’ 

communities concept, where the community will have an 

aggregate user profile representing the group as a whole 

but not the individual users. Communication occurs be-

tween the individual users but not with the servers. Thus, 

the processing is done at the client side. Storing users’ 

profiles on their own side and running the required pro-

cessing in a distributed manner without relying on any 

server is another approach proposed in [20]. While those 

techniques are suited in dealing with large scale applica-

tions, other works have shown the need for more purpose 

specific techniques to be applied in order to personalize 

the search process on the social data. The work in [21] 

describes a recommender system for VOD applications, 

where the structure of a movie database is exploited to 

customize the recommended items for the users. The 

system analyzes customers’ selections in order to identify 

the items’ attributes which are affecting their decisions. 

This information aids in filtering out the new items in 

order to select the items to be recommended. The work in 

[22] presented a system to generate labels for museum 

items by summarizing the information stored in the rec-

ords of an external database. This information consists of 

unstructured natural language text, where the system 

exploits NLP techniques to interpret the text and then 

generates summaries based on the detailed domain ontol-

ogy. This deep analysis of the contents is the basis for the 

generation of personalized labels. Huang work [23] ex-

plore the issues related to applying extenics methods to 

build product's resource character, and then the system 

asks the users to provide the input authority with this 

system's resource character value for each store. Through 

the process of assessment, the matching procedure poses 

Appendix E: Article XVI

Page 379 of 388



the ''buyer's point of view'' and then it calculates the 

matching preference value of each product provided by 

each store and provides solutions for the selected prod-

uct, to facilitate a complete deal so both the consumer 

and producer can get their requirements.  

3 The Proposed DPHP Platform  

The intuition behind our solution stems from enabling 

the individuals or groups to control the release of their 

personal health profiles on a core platform that will store 

their datasets in a nonproprietary manner to enable the 

usage of this data in parallel domains, so as to maximize 

the monetization effort where individual participants 

benefit from every utilization of their personal health 

data. However, DPHP is not fully P2P, instead it is a 

hybrid P2P system like Gnutella [24] there exists a set of 

nodes connected to each other as seen in Figure (1). A 

typical application for the DPHP platform involves a 

genomic research based on bio-banks. Bio-banks are a 

type of bio-repository that store biological materials like 

organs, tissue, blood samples, cells, and other body fluids 

that are containing traces of DNA or RNA. This biologi-

cal information represents the key resources for a re-

search like genomics and personalized medicine. The 

research groups and pharmaceutical companies can em-

ploy the data stored in the bio-bank for clinical trials, 

personalization of treatments or research purposes. Bio-

banks can employ HSNs to collect genetic or health data 

from patients and then sharing it with different external 

parties like – healthcare providers, research and govern-

ment institutions, and industry. Moreover, DPHP can be 

utilized as data sharing platform to verify the research 

output of any health related analytical studies with other 

dataset representing another random sample of sufferers. 

Different research groups which carry out the similar 

research studies can benefit from this feature. However, 

patients may not be willing to participate in this platform 

because they are concerned about the privacy of their 

health profiles, as the data they are going to release can 

be used against them if it is linked to their real identity. 

For example, on the basis of their health profiles, health 

insurance companies can prevent them from participating 

in specific insurance programs or certain enterprises can 

refuse to hire them. The emerged privacy considerations 

have been handled in DPHP by utilizing the collaborative 

privacy framework which has been proposed in [12-17] 

to preserve the privacy of the users’ health profiles. This 

approach will give the participants the confidence that 

the disclosure risk of their health profiles is eliminated. 

The basic element in the DPHP is the Expert Agent 

Execution Server (EAES), which is an execution envi-

ronment for the expert agents that have been created by 

the health expert or researcher. An expert-agent is in-

structed with the required trial along with the query 

needed to fetch the data to fulfill this trial. Then after, the 

expert-agent is forwarded to EAES based on the request 

of the health expert or researcher. The agent can reside in 

the EAES and acts as a mapper agent which will be re-

sponsible for forwarding its worker agents in order to 

related data aggregators to fetch the data required for the 

trial. There also exists a set of Aggregator Service Dis-

covery (ASD) which is responsible for maintaining the 

information regarding different data aggregators. 

3.1 System components 

As illustrated before, a high level architecture for the 

DPHP Platform was depicted in figure (1). DPHP con-

sists of different nodes that are connected through inter-

net (it can be a private network as well). DPHP essential-

ly creates a virtual private network even when an under-

lying network infrastructure is the public internet. Each 

Aggregator acts as a gateway for gathering anonymized 

patients’ health profiles from different health social net-

works. As the patient’s consent is essential in this pro-

cess, he/she is notified once the data collection is started. 

HSN can give certain benefits (like money, prizes, gift 

brochures... etc.) for the users who have a sustainable 

rate in participation within each data collection request. 

A detailed explanation of different nodes is as follows. 

ASD (Aggregator Service Discovery).  

An ASD is an entity in DPHP that is responsible for 

maintaining information about the aggregators. The in-

formation about the aggregators should include the do-

main names, IP addresses and data catalogues. The in-

formation about related aggregators can be provided 

when a health expert tells ASD the kind of data required 

for the trial in-hand. When only a few aggregators are 

active, one ASD can be utilized for serving such a small 

group. However, when more aggregators are deployed, a 

set of ASDs should be distributed in different zones in 

order to attain a load balancing for the serving of differ-

ent data collection requests. 

EAES (Expert Agent Execution Server).  

EAES is a server in DPHP that is provided to the reg-

istered health experts in order to host their expert agents 

that are equipped with the required trials and queries to 

search for the data needed for each of these trials. Based 

on the health expert's searching criteria, the expert agent 

will forward in parallel a pool of worker agents to the 

relevant aggregators, which in turn will return the re-

quired data for the trial. Sandboxing and logging tech-

niques can be utilized to protect both of the execution 

server and expert-agents from malicious attacks.    
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Fig. 1. An overview of DPHP Platform 

SAC (Security Authority Center).  

SAC is a trusted third party in DPHP that is responsi-

ble for generating certificates for all aggregators, and 

managing them. Additionally, SAC is responsible for 

making security assessment on those authorized aggrega-

tors according to the attack and feedback reports which 

are collected from the participants and the health experts. 

Then after, SAC submits periodic reports to ASD in or-

der to reflect the updates in the trust ranks of registered 

aggregators. 

SMA (Success Management Authority).  

SMA is the authority within DPHP that is responsible 

for assessing the success criterion for all aggregators. 

When an aggregator cheating occurs, a health expert can 

report this to the SMA. After investigation, the success 

criterion of this aggregator will be downgraded, this in 

turn diminishes its revenues and the credibility of the 

data collected from this aggregator. On the other hand, 

the successful processes will help to amend the success 

criterion for each aggregator. 

Health Expert.  

The beneficiary of the DPHP platform who should be 

a registered expert patient or a researcher running a trial 

for his/her own. Moreover, the health expert could be a 

medical research institute or pharmaceutical company 

enrolled with any EAES before utilizing the facility of 

submitting task agents and collecting data using the 

DPHP platform. The health expert can utilize DPHP to 

search for specific data that is needed for his/her research 

or trial through an expert agent hosted on EAES. Addi-

tionally, the payment for the extracted data is also done 

through the EAES using a secure e-payment system. 

Finally, the health expert is also responsible for sending 

appeals to the SMA for any aggregator cheating that may 

occur during the trial and/or data collection which is 

difficult to be detected before the payment. If the cheat-

ing is true, the aggregator’s success criterion will be 

degraded, which will result in decreasing the number of 

worker agents that are being forward there. 

3.2 The Search Workflow in DPHP 

Based on the proposed framework, the process of ena-

bling the selection and collecting numerous datasets from 

various aggregators can be described as follows: 

1. Health Expert Requirement Elicitation: The health 

expert selects an ASD where he/she has registered as a 

user in order to create an expert agent. Then after, 

He/she inputs the query for selecting the dataset that is 

required for the trial in hand. Moreover, he/she speci-

fies the properties related to the extracted datasets 

such as price, type, accuracy level, anonymization 

level, tuples types, no of records, gathering methods 

and demographics. Finally, he/she also determines the 

attributes for the potential aggregators, such as the 

trust rank and success criterion. 

2. Aggregators Selection: After the health expert dis-

patches the expert agent to the EAES. The EAES will 

host this expert agent in order to allow for the comple-

tion of its required task. The expert agent divides the 

required processing along with data query between 

different primary agents (PA) such that each one of 

them will be containing one sub-task and one sub-

query. These primary agents will be tasked to reside 

within the qualified aggregators and then forward in 

parallel a pool of worker agents (WA) to fetch the re-

quired data. An aggregator is selected only if its trust 

rank and success criterion meets the same require-

ments specified by the health expert. The values for 

these attributes can be obtained from ASD, SMA, and 

SAC.  

3. Datasets Assessment: When the results are returned 

back by all the worker agents, a second stage of as-

sessment is taken on both properties of datasets and 

aggregators' trust rank and success criterion. The sort-

ed results are presented back to the health expert by 

the expert agent. 

4. Negotiation with the Successful Aggregators: Based 

on the decision of the health expert, a fewer aggrega-

tors will be short listed and selected for negotiation, 

and then the expert agent will start forwarding negoti-

ation-agents to these selected aggregators. A lot of ne-

gotiation models have been proposed and can be uti-

lized for such process [25] . However, in this paper, 

we will not address this issue. 

5. Payment for Aggregators: With the successful re-

sults of negotiations, one or more aggregators will be 

favored to collect the dataset from, and then an online 

secure payment occurs between the expert-agent and 
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each one of the selected aggregators. Different e-

payment models can be utilized for this purpose such 

as the model proposed in [26]. 

6. Feedback from the Health Experts: After receiving 

the required dataset from the selected aggregators, the 

health expert can evaluate the whole process or report 

the aggregator cheating. The success criterion of such 

aggregator will be modified based on the feedback 

from health experts. In addition, during the whole pro-

cess, in the case of the detection of any attacks from 

malicious hosts on the primary or worker agents [27], 

the expert agent at the EAES will report this to SAC, 

and this will lead to the deterioration of the trust rank 

for this aggregator. Thus, the number of agents which 

are being forwarded to such aggregator will be de-

creased, since the aggregators’ selection step takes 

place before forwarding any of the primary agents 

there. 

4 The Fuzzy Search Model in DPHP 

Platform 

In our framework, we have developed a fuzzy search 

model that is much more powerful in search than using 

the conventional matching models when used for re-

search and investigation of unfamiliar, complex, impre-

cise and ambiguous cases. The proposed model can also 

be applied to locate multiple datasets and various aggre-

gators based on incomplete or partially inaccurate prop-

erties, the returned results by the fuzzy search model are 

likely based on the subjective relevance. DPHP has easi-

ly employed software agents in order to attain parallel 

and distributed processing. When an expert agent is cre-

ated and starts running at EAES, it retrieves from ASD a 

list of aggregators that offer specific datasets needed for 

the trail that has been specified by its health expert. Then 

after, the expert agent starts to dispatch a set of primary 

agents to the selected aggregators. Where, each primary 

agent forwards multiple of worker agents for querying 

the metadata of datasets that are offered by the numerous 

nodes that exist within each registered HSN with a cer-

tain aggregator. This metadata involves attributes of each 

dataset, such as price, type and accuracy level. Each 

worker agent is responsible for visiting one node within 

each HSN. Once all the worker agents fulfill their tasks, 

the primary agents send the results back to the expert 

agent. Suppose there are hundreds or thousands of nodes 

which are offering the same kind of datasets. It is unnec-

essary and even impossible for a health researcher or 

even a mobile agent to browse all of them. So it is quite 

necessary and reasonable for the health researcher to find 

a way to evaluate these nodes and gets the best nodes for 

further investigation. This assessment process is not only 

compatible with the human behavior, but also can reduce 

the network load. Moreover, the number of datasets may 

be several times more than the number of aggregators, 

since each aggregator may provide multiple health pro-

files to the health expert. The health expert should evalu-

ate these datasets and get a short list for the best of them 

then negotiate with the aggregator for further benefits. 

The search model in DPHP platform explores the issues 

of allocating the best and most convenient aggregators to 

the health expert as well as assessing and refining their 

datasets, and then returning the best datasets to the health 

experts. The allocation and assessment are based on a set 

of predefined selection criteria that are domain specific. 

Additionally, as most of the real-world situations that can 

involve constraints that may be imprecisely defined, such 

as recent datasets, high accuracy and so on, additionally, 

the common knowledge may be limited to the expert 

agent. The expert agent should be autonomous enough in 

order to have the ability to consider these incomplete and 

imprecisely information. In DPHP platform, we applied 

the fuzzy rules technologies that have the ability to natu-

rally process incomplete and imprecise information to 

extract rational results. 

Our proposed Fuzzy search model has several features 

and advantages as it consists of two sequent and correlat-

ed stages, the first is the aggregators’ selection stage then 

the datasets assessment stage. The second stage is pro-

cessed based on the results obtained from the first one. 

This model can reduce the network load that makes it 

suitable for an environment where the computing re-

sources are limited. The expert agent can search more 

nodes and datasets based on the real-time situation and 

generates more reasonable results. 

4.1 Preliminaries: Fuzzy Set and Linguistic 

Variables 

In mathematics, a fuzzy set is different from a crisp 

set as each element within the fuzzy set has a degree of 

membership. The membership function is responsible for 

defining the relationship between a value in the set’s 

domain and its degree of membership [28]. Linguistic 

variables [29] are variables whose values are not num-

bers but words or sentences in a natural or artificial lan-

guage. They are used as a counterpart to the concept of 

numerical variables. As we mentioned earlier, we have 

applied fuzzy rules technologies as one of the main 

building blocks in our fuzzy search model. The fuzzy 

rule based model [30] consists of  a rule base of the fol-

lowing form: 

                                                  

The  ’s are the antecedent variables and   is the conse-

quent variable. The   ’s and   ’s are the fuzzy subsets 

over the corresponding variable's domain; generally, 

these subsets represent the linguistic variables. The fuzzy 

rule based model determines the consequent variable’s 

    value for a given manifestation of the antecedent 

variables    . This model utilizes principles from utility 

and fuzzy theories which make such a model straight-

forward and simple.  
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Assume a variable   is consisting of a number of at-

tributes: 

  {          } (1) 

1. For each attribute    , calculate its membership 

level as: 

     (  ) (2) 

where    is a semantic function for the attribute   . 

2. Calculate the units/levels of each attribute as:  

     (  ) (3)  

where    is a transfer function that maps the attribute 

into pre-specified values in a numerical interval i.e. 

[    ]. 
3. Calculate the overall utility of the variable   as: 

 ( )  ∑     (4) 

where the relative importance assigned for each at-

tribute is represented as a normalized weight    

such as ∑    . 

4. Calculate the overall membership value of the vari-

able   as: 

   ( ( )) (5) 

where   is a transfer function for  . So the overall 

membership value for a variable   {          } 
in a multi-dimensional space is defined as: 

   (∑     (  (  ))) (6) 

4.2 Transforming Linguistic Variables using 

Semantic Function 

The Semantic function is responsible for assigning 

each linguistic attribute into its meaning as a membership 

value. These values are usually represented as linguistic 

values, such as very clear, clear, semi-sanitized, sanitized 

or encrypted. These functions have several features as 

follows: 

 These functions are attribute dependent, i.e. for differ-

ent linguistic attributes, there may exist different lev-

els for each category. In addition, for the attributes 

that can be represented as digital values, i.e. price and 

number of attributes, the semantic functions can use 

these digital values directly; for the attributes that 

cannot be represented as digital values directly, i.e. 

accuracy level and anonymization level, a table should 

be built that maps these linguistic values into digital 

values. 

 These functions can either classify attribute values 

into pre-defined number of categories or classify them 

based on real-time properties of the dataset’s metada-

ta. In the first case, the health expert should specify 

the number of categories that he/she prefers. In the 

other one, the expert agent summarizes all the infor-

mation that has been collected from the DPHP plat-

form and then it starts to extract the standard catego-

ries based on this information. These standards are 

dynamic and suitable for this process only. 

As the computing resource for the expert agent is limited, 

we have used a modified version of LLA algorithm that 

was proposed in [31] for the first case described above. 

Then after, we adopted another algorithm for the latter 

one. 

4.3 Mapping Attributes Using Transfer Function 

A Transfer function is responsible for mapping the at-

tribute’s membership levels into pre-specified values in a 

numerical interval i.e. [1, 10]. DPHP makes use of a 

linear transfer function of the following type: 

 (  
 )  

         
 

             
                  ( ) 

Or  

 (  
 )  

  
        

             
            ( ) 

 

Where   
  represents the average value of current catego-

ry level. Meanwhile, DPHP uses equation (7) if the func-

tion is decreasing with respect to   
 , and equation (8) if 

increasing. 

 

𝐷  𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ( 𝑋𝑖  𝑌𝑗  ) 

𝐷  𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ( 𝑋𝑖 𝑌𝑗+  ) 

𝑌𝑗  the average of cluster 𝑌𝑗(𝑗    𝑘) 

Modified LLA Clustering Algorithm 

Inputs 

Initial values: 𝑋𝑖(𝑖    𝑛) 

Number of categories: 𝑘 

Outputs 

Clustering Results: 𝑌𝑗(𝑗    𝑘) 

1. Select any values 𝑋𝑖  𝑋𝑖  𝑋𝑖3  𝑋𝑖𝑘 from 𝑋𝑖  randomly 

2. Set an initial starting category  𝑌𝑗  𝑋𝑖𝑗(𝑗    𝑘) 

3. Do until the group member is stable 

For each 𝑋𝑖(𝑖    𝑛) 

If 𝑋𝑖 ∈  𝑌𝑗  𝑌𝑗+   

If 𝐷 < 𝐷  then 

𝑋𝑖  is in the cluster (category) of 𝑌𝑗 

Else 𝑋𝑖 

is in the cluster (category) of 𝑌𝑗+  

End if 

End If 

End for 

End Do 
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4.4 Fuzzy Search Model in DPHP Platform 

In this paper, the proposed fuzzy search model is exe-

cuted in three stages: Input, aggregator selection and 

dataset assessment. 

4.4.1 Input. 

In this stage, the expert agent collects from the health 

expert the queries that are needed to retrieve the data 

which are required for the trial in-hand along with the 

properties related to the collected datasets and the attrib-

utes for the potential aggregators. The health expert’s 

requirements can be further organized into "debatable" 

requirements and "inalienable" requirements; the "inal-

ienable" requirements are used as the basic conditions in 

search stage while the "debatable” requirements can be 

used in the negotiation stage. Moreover, the health expert 

should select suitable standard categories that will be 

predefined in the expert agent or learn the health expert’s 

requirements by specifying the relative weights of each 

attribute and/or property. Finally, the health expert 

should specify the selection criteria such as the number 

of aggregators /datasets to be selected or the selection 

percentage. The expert agent can select the aggregators 

and evaluate the candidate datasets, and then the negotia-

tion with the appropriate aggregators about their datasets 

is based on the health expert's requirements. 

4.4.2 Aggregators Selection 

This stage explores the issues of selecting the appro-

priate and most potential aggregators to the health ex-

pert’s requirement in the DPHP platform. Before the start 

of forwarding any worker agents there, this selection 

stage is done only over several attributes such as the 

success criterion, trust rank, and the type of datasets. The 

success criterion of each aggregator is a value that is 

determined based on the number of its previous success-

ful processes and the nodes with a low price and accurate 

health profiles that are affiliated with it. The aggregator 

which is attracting large number of appropriate nodes 

from the HSN will get quickly a high success criterion. 

Those attributes for the aggregator selection stage are 

stored in the ASD with the domain names, IP addresses 

and data catalogues for all nodes. After selection, worker 

agents will be forwarded to those appropriate aggregators 

for searching in parallel their datasets. In this stage, the 

processes of selecting aggregators are done in three more 

steps: aggregator selection, aggregator assessment and 

aggregator refining. 

 Aggregator Selection: in this step, the expert agent 

queries the ASD’ database using the requirements 

specified by the health expert in order to get the do-

main names, IP addresses of the correlated aggrega-

tors. 

  Aggregator Assessment: in this step, the ranking of 

the aggregators are computed based on our fuzzy rule 

based model, where the overall membership function 

is defined as follows : 

   (∑     (  (  )))  where   {     } 

The variable   could be one of the following: 

1.   denotes to the success criterion of the aggregator. 

The aggregator with larger number of previous suc-

cessful processes and better feedback reports re-

ceives a higher value of  . For every successful 

process, the aggregator will receive a number of 

success points. Also the health expert can rate the 

datasets which were gained from the search pro-

cess. The aggregator can get additional credit 

points with the positive rating, or miss some credit 

points if the rating is negative. The information re-

garding the success criterion of different aggrega-

tors is maintained by the SMA. 

2.   denotes to the trust rank of the aggregator. In 

DPHP platform, SAC is the entity which is respon-

sible for making trust assessment on those author-

ized aggregator according to the attack reports ob-

tained from various parties in DPHP. Then after, 

SAC periodically reports the updates in the trust 

ranks of aggregator to ASD. Higher trust rank 

means higher security level for the aggregator. 

3.   denotes to the time required by the aggregator to 

assemble and deliver the prospective datasets. The 

type of datasets is quite important to the health ex-

pert. It can be long if the health expert is demand-

ing more sophisticated datasets that will require 

various pre-processing steps in order to be collected 

and prepared for the delivery. However, the size of 

the datasets itself is the main impact factor within 
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the type of datasets variable. Therefore, the aggre-

gators should have a pre-specified datasets types 

for each of the required processing scopes, and only 

offer datasets for the health experts in these do-

mains. In DPHP, each aggregator has a table to il-

lustrate the time for delivering the datasets from the 

nodes in HSN to the health expert, such as Table 1. 

Table 1. : Time Required for Different Datasets Types 

Table 1 illustrates the datasets type of aggregator 

ABC. The required time to collect and prepare 400 

records of numerical measurements is 50 hours, for 

pictures is 100 hours, and for recorded signals is 80 

hours. Moreover, this table means that the aggregator 

ABC only offers datasets for the health experts from 

these dataset’s types. If the health expert demands a 

dataset that the aggregator doesn't support such as tex-

tual data, then the value of   will be set to 0.  

 Aggregator Refining: in this step, a list of aggregators 

addresses are returned to the health expert based on 

the assessment results and selection criteria that he/ 

she has specified. The selected aggregator in this list 

must fulfill at least three conditions as follows: 

a) the aggregator that is active 

b) the aggregator in high level 

c) the aggregator that has the      

Condition a) ensures that the aggregator is online. 

Condition b) ensures that the aggregator is "better" 

than the other aggregators that were not selected. 

While Condition c) ensures that datasets requirements 

for the health expert can be met at this aggregator. At 

the end of the aggregator selection stage, a number of 

aggregators are returned to the health expert, where 

he/she can select some/all of these aggregators in the 

list for a further search process. 

4.4.3 Datasets Assessment 

In this stage, datasets assessment occurs when all the 

worker agents send back additional information regard-

ing the datasets, such as the price, accuracy level, anon-

ymization level, tuples types, no of records, gathering 

method and demographics. Hence another search process 

will be conducted again over all the gathered properties 

and the sorted results of appropriate datasets will be pre-

sented to the health expert. Upon the health expert deci-

sion, the expert agent can now send a new set of worker 

agents to a selected set of visited aggregators to negotiate 

for a lower price or more convenient accuracy level. 

According to the results, the health expert will choose 

one or more aggregators for data collection and payment. 

The datasets assessment stage is similar to the aggregator 

selection stage but instead of searching the aggregators' 

attributes, the search process is done over the properties 

of the various datasets which are offered by the selected 

aggregators from the previous stage. In this paper, the 

process of datasets assessment is carried out in two steps: 

datasets assessment and datasets refining. 

 Datasets Assessment: in this step, the ranking of the 

datasets is computed based on our fuzzy rule based 

model. In DPHP, the overall membership function is 

defined as follows : 

   (∑     (  (  )))  where   {       } 

The variable   could be one of the following: 

1.   denotes to the price of the datasets 

2.   denotes to the “no of records” within datasets 

3.   denotes to the anonymization level of the da-

tasets 

4.   denotes to the accuracy level of the datasets                              

We have pre-defined several standard categories with 

different weight for each category. The health expert 

can either use these pre-defined standard categories or 

customize the weight of each category based on the 

real-time properties of the dataset’s metadata. The 

four standard categories that we have defined are as 

followed: 

o The Category of Price Priority:  If the health expert 

takes the price as the most important factor for 

search and selection, he/she can select standards in 

this category. In this category, the price is the main 

impact factor to be utilized when assessing the da-

tasets, rather than the other properties. The datasets 

with a lower price can get a higher score. There are 

three levels in this category: proportional price pri-

ority, modest price priority and maximum price 

priority. Thus, within each level the relative weight 

of the price variable is increased gradually. 

o The Category of Size Priority: If the health expert 

wants to get big datasets as much as possible, such 

that these datasets contain a large number of rec-

ords, then the “no of records” property is the most 

important factor for him/her. The datasets with a 

large number of records can get a higher score. 

There are three levels in this category: proportional 

size priority, modest size priority and maximum 

size priority. 

o The Category of Accuracy Priority: In this catego-

ry, the health expert prefers more accurate datasets 

which have been collected by experience patients 

using modern and well- known medical devices. 

This category is suitable for healthcare providers 

and pharmaceutical companies, who want to per-

form various data analyses on the collected datasets 

in order to improve the clinical diagnosis and 

measurements for some medications in treating cer-

tain diseases, execute specific clinical trials, and/or 

Datasets Type  

(per 400 records) 

Numerical  

Measurements 
Pictures 

Recorded 

Signals 
Other 

Time (hours) 50 100 80 NA 
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other research purposes. There are also three levels 

in this category: proportional accuracy priority, 

modest accuracy priority and maximum accuracy 

priority. 

o The Category of Balance Priority: In this category, 

the health expert has no explicit preference. The 

weights of different properties are similar. 

 Datasets Refining: in this step, a sorted list of all da-

tasets is returned to the health expert based on the 

search process result. The health expert can select 

some/all of the datasets and negotiate with the aggre-

gators about these datasets in order to attain further 

benefits. 

5 A Case Study on DPHP Platform   

In this section, we will present a case study to illus-

trate the fuzzy search model in DPHP clearly. If we sup-

pose a health expert wants to collect a dataset related to 

her research. At first, she registers at EAES, and then she 

creates an expert agent in order to be assigned with the 

task of collecting the required data for her research. She 

sets the price and accuracy as "debatable" requirements 

and other requirements as "inalienable" queries. She 

prefers a lower price than other properties, so she sets the 

main factor for the assessment of the datasets to be the 

category of price priority, where she selects modest price 

priority as her requirement. The health expert query is 

shown as follows: 

 

 

 

 

 

 

 

 

 

 

Note, the accuracy level is a numerical value within the 

interval [    ], and it reflects the degree of the correct-

ness and confidence for each data element within the 

dataset. Moreover, the selection ratio Top 25% means 

that she only wants top 25% of the aggregators to be 

included in the results’ list. 

5.1 Aggregator Selection 

In this stage, the worker agents perform a search pro-

cess for selecting the appropriate aggregators; the selec-

tion is done only over the several attributes that are asso-

ciated with the aggregators, such as a success criterion, 

trust rank and type of datasets. The health expert can set 

the number of aggregators she needs or she can only set 

the percentage of the aggregators to be selected, i.e. she 

can select the first 100 or top 25% aggregators and then 

she starts forwarding the worker agents to these selected 

aggregators. Assume the expert agent gets a list from 

ASD with a 100 aggregators that offer the datasets that 

the health expert requires. After the aggregators selec-

tion, the health expert selects top 25% of the aggregators 

with a better success criterion, higher trust rank and have 

datasets in the required type of datasets. Then the expert 

agent sends a set of worker agents to these aggregators in 

order to get detailed information regarding their offered 

datasets. The search results are shown in Table 2. These 

results were extracted based on the selection stage and 

the requirements that the health expert has specified. All 

the aggregators that have the same membership value in 

results were selected (aggregator ID 106 with overall 

membership value III was also selected). This fuzzy 

search model is compatible with the human behavior 

because all these aggregators will look the same for those 

that will be selected manually by the health expert. 

Table 2. Aggregator Selection Results 

5.2 Datasets Assessment  

If we assume that half of the selected aggregators of-

fer more than one dataset to the health expert. For exam-

ple if each aggregator offers five datasets, the health 

expert will get at least 60 datasets to be manually inves-

tigated further. It is impossible for the health expert to 

investigate 60 datasets in a short-time and consumes 

unnecessary time in the negotiation process with 12 ag-

gregators. The health expert efforts and time should be 

consumed efficiently in the clinical trial on her hand. 

Using DPHP, The health expert should be able to select 

the best of datasets and then negotiate with the aggrega-

tors for further benefits. To illustrate the datasets assess-

ment stage simply, we have used an example of 7 offers. 

The fuzzy factor   in the simple categorization algorithm 

is set to be (     ) and the number of categories   in 

the modified LLA clustering algorithm is set to be (   ) 

for the two properties. In order to compare the results, we 

have used the transfer function to map the membership 

levels into pre-specified values in a numerical interval 

of [    ]. The results for datasets assessment stage are 

shown in Table 3. 

The results were extracted based on the real-time 

properties of the datasets’ metadata which have been 

categorized into various levels. From these two tables, 

we can assure that the results are more appropriate and 

compatible with the health expert decision making pro-

cess. The datasets in the same category have no differ-

Aggre-

gator ID 

Success 

Criterion 

Trust 

Rank 

Dataset 

Size 

Membership 

Value 
Result 

22 I I 532 I yes 

88 II II 700 III yes 

106 I II 500 III yes 

135 II III 720 IV No 

174 V IV 234 VI No 

201 V IV 100 VII No 

Dataset: Diabetes Measurements 

Owner: Older Male Patients 

Collection Method: Blood Glucose Meter 

Price: <=$1500 

Accuracy Level: 7 

Dataset Size: 500  

Rating Standard: modest price priority 

Selection Ratio: Top 25% 

 

Dataset: Diabetes Measurements 

Owner: Older Male Patients 

Collection Method: Blood Glucose Meter 

Price: <=$1500 

Accuracy Level: 7 

Dataset Size: 500  

Rating Standard: modest price priority 

Selection Ratio: Top 25% 
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ence to the health expert. The health expert can freely 

select the aggregators within any top levels for further 

negotiation. 

 

Table 3. Datasets Assessment results 

6 Conclusions and future work 

In this paper we present the proposed core platform 

which entitled Distributed Platform for Health Profiles 

(DPHP) that enables individuals or groups to control 

their personal health profiles and maximize the effort 

where users benefit from each usage for their personal 

health profiles. A fuzzy search model based on DPHP 

was presented and discussed in details. The proposed 

model is compatible with the health expert decision mak-

ing process. It aids the health expert in the selection and 

assessment of the appropriate datasets from a huge pool 

of distributed datasets that are stored in the personal pro-

files of health social networks. Multiple attributes and/or 

properties can be utilized within the proposed fuzzy 

search model. Clustering algorithms were employed to 

provide an enhanced feature in the proposed model by 

extracting the categories of the various properties from 

the real-time properties of the datasets’ metadata, which 

aids in obtaining dynamic and realistic results for the 

search process. This model can reduce the network load 

that makes it suitable for an environment where the com-

puting resources are limited. 

Our future research agenda will include extending this 

model with social recommendation techniques in order to 

facilitate the preferences’ learning for the input stage. 

Utilizing trust attains the success for selecting the aggre-

gators but a possible new dimension could envision ex-

pressing this relation for each user independently without 

the need for a trusted third party. This would provide a 

more accurate representation of the trusted aggregator, 

not influenced as much by the dominant users in the 

system and business deals. Moreover, in all of the appli-

cations, users’ trustworthiness is out of interest. Consid-

ering malicious user existence would get interesting dis-

cussions to grow up. 

A more thorough assessment of our model would be 

useful, such as case studies on a small or large scale. 

Furthermore, it would be appealing to investigate other 

innovative applications, which can be used in everyday 

life, with emphasis on the health profiles. 
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